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ABSTRACT 

 

 

We propose a novel method for image segmentation and object detection. The proposed 

strategy is based on two major steps. The first step corresponds to image segmentation 

which is based on Active Contour Model (ACM) algorithm. The gradient stopping 

function has been widely used in most ACMs as an edge indicator. Because of the 

gradient high sensitivity to texture and noise, other stopping functions, such as polarity, 

have been proposed with some limited success. Unfortunately, most of these proposed 

stopping functions, including gradient and polarity, fail to detect objects effectively in 

many circumstances. On the other hand, depth information, if available, could provide the 

better clue for object detection. The proposed method takes the advantage of the existing 

contour models by using the depth clue, from either Kinect sensor or stereo vision 

algorithm, instead of two-dimensional clues, in the model stopping function. However, 

even with depth clue, it is still difficult to accurately detect a salient object when it is 

located at similar depths of others. Indeed, based on specific image data or genre of the 

image, the best candidate for a stopping term could be either a single feature such as 

gradient, polarity or depth, or a combination of them. So the proposed ACM is based an 

automatic selection of best candidate features among gradient, polarity and depth, 

coupled with a combination of them by Kernel Support Vector Machine (KSVM). 

Although existing techniques, such as the ones based on ACM perform quite well in the 

single-object case and non-noisy environment, these techniques fail when the scene 

consists of multiple occluding objects, with possibly similar colors. Thus, the next step 

corresponds to the identification of salient and occluded objects based on Fuzzy C-Mean 
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(FCM) algorithm. In this latter step, the depth is included as an important clue that allows 

us to estimate the cluster number and to make the clustering process more robust. In 

particular, occlusions are easily handled this way, and the objects are properly segmented 

and identified. The experiments, carried out on real images, have shown the success and 

effectiveness of our proposed method to detect the salient objects.  
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CHAPTER 1 

INTRODUCTION 

 

1.1. Background 

 

Computer vision is a discipline aiming to automatically extract, analyze and understand 

meaningful information from visual data such as images and videos. It has a variety of 

applications in our modern world. To mention a few, autonomous vehicles, medical 

image analysis, robotics and face recognition are some famous applications of computer 

vision. Image processing and pattern recognition are two fundamental techniques 

computer vision utilizes to reach its goals. The main objective in image processing is to 

pre-process the image and convert it to a suitable form for further analysis, while pattern 

recognition employs machine learning and statistical techniques to classify various 

patterns. Image segmentation is a central goal in computer vision, and it pertains to 

extracting the salient and coherent regions that semantically belong to different objects. 

The more accurate the segmentation is accomplished, the more effectively semantic 

objects can be detected. Segmentation and object detection play the essential role toward 

the image understanding, and they are still considered as the open challenges due to the 

complexity of images and object classes.  

 

In segmentation methods, region is considered as the most significant feature, and based 

on this feature, segmentation methods were categorized into four groups, namely pixel-
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based, area-based, edge-based and physics-based. In the edge-based method, which is our 

main concern in this study, region is defined as a connected group of pixels surrounded 

by edge pixels creating a contour (Skarbek & Koschan, 1994). In the last two decades, 

active contour model (ACM) has attracted great attention from the computer vision 

research community. It has been widely applied as a framework for extracting the contour 

of salient objects from images (Ge et al., 2015; Wang et al., 2014; Zhang et al., 2013). 

 

Current ACMs can be grouped into parametric ACMs and geometric ACMs, w.r.t. (with 

respect to) their implementation and representation (Li et al., 2005). Parametric active 

contours (Xu & Prince, 1998) are presented as parameterized curves in a Lagrangian 

framework, while geometric active contours are represented via level set functions in an 

Eulerian framework (Malladi et al., 1995). The important advantage of geometric active 

contours is that they can break or split automatically in the evolution process, thanks to 

the level set function (LSF). The fundamental concept is to evolve the LSF w.r.t. a partial 

differential equation (PDE). Therefore, a new evolution of PDE for a LSF can be derived 

by minimizing a particular energy function defined on a LSF. These methods (Osher & 

Fedkiw, 2002; Zhao et al., 1996), known as variational level set methods, have shown 

more robust results than the methods using PDE for parameterized curves. 

 

Geometric active contours (snakes) are implemented via the level set methods w.r.t. 

minimizing an energy function. Snake is presented by the zero LSF 0  which is the result 

of the intersection of the plane with a surface. Generally, the energy of snake is expressed 
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in terms of the internal energy and external energy. While internal energy controls the 

shape and size of the snake, the external energy acts as forces that aim at moving the 

curve toward the object boundaries, based on some image features. The zero LSF evolves 

w.r.t. time using an evolution equation, allowing it to be re-initialized and to keep the 

LSF close to an approximation of the signed distance function. However, in traditional 

level set methods, when the zero LSF is very steep, it may move away from its main pose 

or LSF. This issue causes the LSF to be far away from a signed distance function. Hence, 

the re-initialization of the LSF to the signed distance function becomes impossible. 

Furthermore, this re-initialization is usually expensive and complicated (Li et al., 2005).  

   

To address the above problems, a variational LSF was proposed by (Li et al., 2005) 

where the distance regularization term was defined with a potential function as a penalty 

term in the internal energy function. Such a penalty term makes the LSF have a unique 

forward-and-backward (FAB) diffusion effect, which retains the LSF to the signed 

distance function. However, the FAB diffusion with the defined penalty term for energy 

minimization is a backward diffusion with a large rate. Thus, such a strong backward 

diffusion leads to the periodic “peaks” and “valleys” in .  Although such fluctuations 

happen at a specific distance to , they may deform the zero LSF a little. To overcome 

this problem, (Li et al., 2010) proposed a new potential function, called double-well, 

which shows a different diffusion rate and diffusion behavior. We follow the approach in 

(Li et al., 2010) for the variational level set method to avoid doing the expensive process 

of re-initialization. 
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Object detection is a challenging vision task that is an important step in numerous 

applications such as scene understanding, video surveillance, image search and medical 

applications. This task aims to find and locate the salient regions of the image which 

semantically belong to objects, assuming that the type of the object is unknown. In object 

detection, promising results have been recently obtained for various object classes 

including pedestrian (Liu et al., 2014; Negri et al., 2014), car (Zheng & Liang, 2009; 

Hota et al., 2010), and face (Ban et al., 2014; Jun & Kim, 2012). Such detection methods 

typically learn from object classifiers using a labelled training set. Given a testing set, the 

classifier is used on the sub-windows with different sizes at all positions. 

 

 Although some studies (Cheng et al., 2014; Rafiee et al., 2013) addressed the problem of 

segmentation and object detection without relying on object class, only one salient object 

has been the main concern. However, the presence of multiple occluding objects makes 

the detection even harder. The problem of partially occluded objects was tackled in the 

work of (Wu et al., 2008; Shet et al., 2007) using part-based representations and joint 

analysis of multiple objects. However, such techniques were employed on some specific 

moving objects, and their performance for very crowded scenes is far from perfect. 
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1.2. Motivation and Objectives 

 

In this study, we followed the level set method in (Li et al., 2010) as it is free of the 

costly re-initialization process in level set evolution. However, in the external energy 

function of (Li et al., 2010), only image gradient was applied as an edge indicator 

function. Hence, only objects whose edges are well defined by gradient can be correctly 

detected. Moreover, as the gradient is sensitive to textured or noisy regions, the curve 

may stop before reaching the actual edge of the salient object. In some cases, it may pass 

through the edge if the gradient has small local maxima on the edges of the object. To 

overcome such difficulties, image polarity was applied in the external energy function as 

a stopping term in (Allili et al., 2007; Ksantini et al., 2009; Ksantini et al., 2013), and it 

was indicated that polarity can detect region or boundaries of the object of interest better 

in the presence of texture. However, both gradient and polarity are sensitive to noise 

whether texture is present or not, and their results are not always optimal, especially 

when the initial contour is set inside of the objects contour.  

 

Besides these two features, depth information, if available, could provide the better clue 

for object detection as the pixels of the depth image correspond to a depth or a distance. 

Disparity map, obtained from two images, can be used as a depth clue and is a good 

alternative feature in an ACM stopping term. Depth information does not have to be 

actual depth. In our case, we have used disparities as depth clue since they are easier to 

obtain and do not have any limitations. There are also newly available and affordable 
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depth sensors that can be used to obtain depth clue. Depth disparity does not suffer from 

ambiguities that are inherent to two-dimensional images. So one of our objectives in this 

study is to detect the salient object more effectively by applying depth clue as a stopping 

term in ACM (Memar et al., 2013). 

 

 However, it is still challenging to clearly detect or differentiate objects using depth clue 

when they are located at similar depths. For example, the depth clue might not be useful 

for detecting a dish plate (flat object) located on a table, as both the table and the plate 

have very similar depth information. Furthermore, depth sensors have some limitations; 

for example, estimated depth for small and/or distant objects is not accurate. Indeed, 

based on specific image data or genre of the image, the best feature candidate for a 

stopping term could be either a single feature such as gradient, polarity or depth, or any 

combinations of them. So another main objective followed in this study is to 

automatically and correctly select and combine the best candidate feature(s) as a stopping 

term w.r.t. image data.  

 

When a 3D scene is projected to a 2D image, some information will be lost. For example, 

parallel lines will intersect, and separate objects may become connected and occluded. 

Therefore, occluding objects are segmented within the same contour using ACM-based 

segmentation techniques. So a fuzzy clustering approach (FCM) might be employed to 

help in better segmenting the occluding objects in still images. However, the C-value in 

the FCM algorithm should be known in advance. Many validity indices have been 
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proposed to determine the best number of clusters (Bouguessa et al., 2006; Mishra et al., 

2012) with mixed results. In particular, different validity indices yield different cluster 

numbers, depending on the image data. This is because these methods rely on image 

statistics, and they are affected by pixel noise, which is always present in real images. 

Finally, we aim to properly segment and identify the salient objects particularly in the 

challenging case of occluded multi-object scenes by automatically choosing the cluster 

number in fuzzy clustering algorithm. 

 

1.3. Research Scope 

 

This section presents the summary of the direction followed in this thesis to achieve the 

objectives w.r.t. problem statements in segmentation and object detection.  

 

Computer vision has numerous applications like scene reconstruction, video tracking, 

object recognition, object detection, motion estimation, and image restoration. Detecting 

the object of interest in the complex image is our main concern in this study. Image 

segmentation, a prerequisite for many computer vision applications, can be used to help 

with object detection.  

 

Generally, segmentation techniques were categorized into five groups, namely threshold-

based techniques, edge-based methods, region-based methods, clustering techniques, and 
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matching (Lucchese & Mitra, 2001). In particular, ACM, an edge-based segmentation 

technique and FCM, a clustering technique, are our main focus in this study that aim at 

segmenting and detecting objects in still images. Note that both ACM and FCM have 

been used in a variety of applications.  

 

ACMs are categorized into three main groups, namely, edge-based, region-based, and 

shape-based models. Since region-based models are sensitive to intensity homogeneity, 

and shape-based ACM needs a large amount of training samples, we focus on edge-based 

models. As mentioned earlier, ACM is presented by internal and external energy 

functions. Many outstanding techniques have been proposed to address the costly re-

initialization problem in the internal energy function of ACMs (Li et al., 2010; Zhang et 

al., 2013). However, the external energy function in most studies (Li et al., 2010; Tian et 

al., 2011; Zhang et al., 2013; Mumford et al., 1989) is based on image gradient which is 

so sensitive to texture. So we aim to address this main problem of the edge-based ACM.   

 

Among clustering techniques, FCM is utilized for better segmentation and object 

detection in this study. FCM algorithm has shown promising results in segmentation by 

improving the compactness of the regions. It is a pixel clustering technique where, 

similar pixels should be in the same group while, the dissimilar ones are assigned to 

different clusters. Although FCM algorithm benefits from simplicity of its 

implementation, the number of clusters, the C-value in FCM, should be determined 
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manually and known in advance. Thus, we aim to improve object detection by 

automatically determining C-value or the number of the objects in the still images. 

1.4. Research Contributions 

 

To address the problem of segmentation and object detection in occluded multi-object 

scenes using ACM and fuzzy clustering algorithm, we proposed different methods w.r.t. 

research motivation and research objectives. The main contributions of this thesis are 

summarized as follow:  

 

 Proposing a new method which takes the advantage of the existing contour 

models by using the depth clue, from Kinect sensor or stereo vision algorithm, 

instead of two-dimensional clues, in the model stopping function. The depth 

disparity is applied in the external energy function of the ACM for detecting the 

object of interest in the image (Chapter 3). 

   

 We proposed a new segmentation method that automatically selects the best 

candidate feature(s) among gradient, polarity, and depth to be used in the 

stopping function of the well-known ACM. The proposed method has full 

flexibility w.r.t. the above-mentioned features, as the latter can be employed 

either individually or collectively in a coherent framework, depending on each 

individual image. We have also proposed a method to combine the selected 
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features in a semi-supervised manner using the kernel-based Support Vector 

Machine (KSVM) that will be the most effective stopping term in the ACM 

(Chapter 4). 

 The final contribution of this thesis corresponds to the identification of salient and 

occluded objects based on Fuzzy C-Mean algorithm. In this step, the depth is 

included as an important clue that allows us to estimate the cluster number and to 

make the clustering process more robust. In particular, occlusions are easily 

handled, and the objects are properly segmented and identified (Chapter 5). 

 

1.5. Thesis Organization 

 

This thesis is outlined in 6 chapters.  

 

Chapter 2: This chapter consists of the literature review on the segmentation and object 

detection approaches; different ACMs and in particular state-of-the-art techniques based 

on ACM are also highlighted.    

 

Chapter 3: Sara Memar, Karen Jin, Boubakeur Boufama: Object Detection Using Active 

Contour Model with Depth Clue. ICIAR 2013: 640-647. 
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This chapter presents the details of the proposed method in which depth clue is employed 

and incorporated in the external energy function of the ACM for segmenting and 

detecting the salient object in the image. The experiments carried out on real images, 

comparison and discussion are also provided.  

Chapter 4: Sara Memar, Riadh Ksantini, Boubakeur Boufama: Feature-based Active 

Contour Model for Object detection. Submitted to Journal of the Optical Society of 

America A. 

 

It describes different steps of the proposed feature-based ACM. The details of an 

automatic selection of best candidate features among gradient, polarity and depth, 

coupled with a combination of them by KSVM will be discussed. This chapter also 

includes the results, discussion and comparison. 

 

Chapter 5: Sara Memar, Riadh Ksantini, Boubakeur Boufama: Multiple Object 

Detection with Occlusion Using Active Contour Model and Fuzzy C-Mean. ICIAR (1) 

2014: 224-233. 

 

This chapter corresponds to detecting multiple occluded objects in images with complex 

background based on FCM algorithm which is followed by experimental results and 

discussion.  

 



www.manaraa.com

 

12 
 

Finally, chapter 6 concludes and summarizes the most important aspects of the research. 

This chapter ends with the suggested future works. 
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CHAPTER 2 

  LITERATURE REVIEW 

 

2.1. Segmentation 

 

Image segmentation can be defined as the process of dividing an image into 

homogeneous and meaningful regions (Lucchese & Mitra, 2001) which is an important 

step in image analysis and image understanding. Over-segmentation and under-

segmentation are two major problems with image segmentation. As Figure 2.1 indicates, 

in over-segmentation, the pixels of the same object are segmented into different regions, 

while pixels of the different objects are identified as the same object in under-

segmentation. Many segmentation techniques have been proposed, and they are 

commonly divided into the following categories: 

 

Figure 2-1: Over Segmentation and Under Segmentation (Yuan et al., 2005). 
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 Threshold-based: This technique is commonly used for segmenting the 

image. It is useful when there is a bright object on a dark background or vice 

versa. The threshold is often tuned interactively until a suitable segmentation 

result has been achieved. Histogram is a useful tool for setting the threshold 

value. For example, in (Siang Tan & Mat Isa, 2011), the histogram 

thresholding method was proposed to tackle the problem of image 

segmentation. Threshold techniques are usually utilized in combination to 

other segmentation techniques.   

 

 Region-based: Region-based techniques are usually based on region 

growing which aims at grouping pixels or sub-regions into larger regions 

considering pre-defined criteria. Split and merge and texture analysis are also 

common strategies in region-based image segmentation (Shih and Cheng, 

2005; Preetha, 2012). Unlike region-growing, the image is split into four sub-

images so that P(Ri) = False. Then, any adjacent regions are merged if P(Ri ᴜ 

Rj) = True. This process will terminate when no more merge and split is 

feasible w.r.t. a specific criterion. The main drawback with this technique is 

that it is not possible to merge two segments belonging to two different levels 

of pyramid (Gonzalez & Woods, 2006). 

   

 Edge-based: The object is identified by its boundaries, and the main goal 

of this segmentation technique is to find the edges of the object. Edge 

linking, watershed, and active contour are famous edge-based 
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segmentation models. Hough transform (Hart, 2009; Duda and Hart, 

1972) has been commonly used as an edge linking technique aiming to 

find the ideal edges presenting a certain class of parametric shapes like 

line, circles, or ellipses. Hough transform is time-consuming for finding 

objects with complex shapes. It also demands post-processing to connect 

the correct line segments, and it is required to know the nature of the 

shape we are looking for in the image. Watershed segmentation (Beare, 

2006; Vincent & Soille, 1991) is based on image gradient, and some 

barriers (dams) are built on image gradient. Then the built dams are 

formed to identify the semantic region. However, it may lead to over-

segmentation when the gradient effect is high.  

 

 

 Clustering techniques: The main goal of clustering techniques is to group the 

patterns which are similar to each other in a set of features. K-mean algorithm 

(Hartigan & Wong, 1979; Bishop, 2006), FCM (Bezdek, 1981), and Fuzzy 

Maximum Likelihood Estimation (FMLE) (Gath & Geva, 1989) are some 

common clustering algorithms that have been used in image segmentation. 

FMLE is the extension of the FCM by considering the covariance for each 

cluster rather than the mean value. The main disadvantages of such techniques 

are center initialization and determining the number of cluster.   
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 Matching: This technique is based on this assumption that the object we wish 

to locate and identify in the image should be known in advance (Dey et al., 

2003). But, it is not always feasible to have this knowledge. So its application 

is useful when the object of interest is known such as detecting the hand 

contour (Park et al., 2012). 

 

 Edge-based and clustering techniques are taken into account among the above-

mentioned techniques. The main problem with the edge-based techniques could be the 

presence of noise and artifacts which could diminish the performance of segmentation 

result. There are some classical edge detection techniques like Canny (Canny, 1986), 

Sobel (Pujar and Shambhavi, 2010), Ridge (Lindeberg, 1996), and Gabor (Lee, 1996) 

which perform by getting the convolution of the image with filters. However, such 

techniques fail to detect non-rectilinear objects, i.e. objects with the curved boundaries, 

and only rectilinear objects can be detected. This drawback has been addressed by some 

techniques like Hough transform and matching, but they demand the prior knowledge 

about the shape of the object. So we focus on edge-based active contour technique for 

image segmentation in this study. 

 

2.2. Active Contour Model  

 

Active Contour Model (ACM) was initially identified in 1988 by Kass et al.  It is also 

called Snake because of the way the contour moves during the evolution. Image 
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segmentation based on ACMs is useful as the shape of the object is not required to be 

known, making this technique applicable in many applications. It is also robust to weak 

and incomplete edges. The main motivation for ACM is that it is able to effectively detect 

the object with the curved boundaries. In classical ACMs, the object boundary is 

presented by a parametric curve aiming to deform an ideal initial shape towards the shape 

of the salient object. This goal is accomplished by minimizing an energy function. 

 

2.2.1. Parametric Active Contour Model 

 

The contour is defined as a two-dimensional parametric curve (v(s)), where v(s) = (x(s), 

y(s)). Total energy of snake (ESnake) is expressed in terms of internal energy ( intE  ), 

external energy ( extE ), and constraint energy ( conE ) as follows: 

      int .Snake ext conE E E E                                      (2.1) 

 

1. Internal Energy Function: This function controls the length and smoothness 

of the curve. So this function consists of two terms, namely, Elastic energy 

and Bending energy (
int elastic bendingE E E  ). Elastic energy (Eelastic) is the first 

order derivative of the contour that aims at adjusting the length of the curve by 

applying tension, and it is defined as below: 

                                                         
21

( ) ,
2

elastic s
s

E s v ds                                       (2.2) 
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where
( )

s

dv s
v

ds
 , and the coefficient ( )s helps to adjust the elastic term 

along contours’ points. Thus, as Figure 2.2 illustrates, this term tries to 

remove the curve concavity and shrink the curve. However, in the absence of 

any forcing term, the initial contours collapse to a point.  

 

Figure 2-2: The Effect of Elastic Term on Contour (Poonawala & Milanfar, 2002). 

 

The second term is bending force (Ebending) that aims at eliminating very 

sharp corners and making the final contour to be a smooth curve. This term is 

the second derivative of the contour and defined as follow:  

 
21

( ) ,
2

bending ss
s

E s v ds                               (2.3) 

Initial Curve 

Final Curve 
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where
2

2

( )
ss

d v s
v

ds
 , and ( )s is its coefficient which controls the level of the 

smoothness. As Figure 2.3 demonstrates, using bending force, the initial 

curve with high bending energy and sharp corners are smoothed and 

deformed to a final curve with a lower bending energy. Bending term can 

deform the initial curve to a circle if it is applied on the contour for the 

infinite number of iteration as a circle has the minimum bending energy. 

 

Figure 2-3: The Effect of Bending Term on the Contour (Poonawala & Milanfar, 2002). 

 

2. External Energy Function: This function is defined based on image features. 

Its definition is formulated as below: 

 ( ( )) .ext image
s

E E v s ds                                     (2.4) 
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An image can be presented by some features like line or edge, and 
imageE

should be minimized and get small values on such features. In many edge-

based ACMs, the external energy function is defined based on image gradient 

which is commonly used for the edge detection. Some of these models will be 

discussed in details, later.  

 

3. Constraint Energy Function: This energy allows the user to interactively 

manipulate the snake in the evolution process. The constraint term is optional, 

and it can be set by the user on the contour.  

 

The parametric ACMs are very sensitive to parameters like ( )s , ( )s and standard 

deviation of Gaussian function (  ) which is normally used in the external energy 

function. Moreover, external force is not able to execute on points which are far away 

from the boundary. It also fails to extract the objects with boundary concavities. 

 

2.2.2. Geometric Active Contour Model 

 

Geometric ACMs were introduced by Caselles et al. (1993) and Malladi et al. (1995). 

The geometric models are implemented via LSF by minimizing an energy function. The 

initial curve in geometric ACM is presented by a zero LSF ( 0 ) which is the result of the 

intersection of the plane with a surface. The main advantage with such models is that the 
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LSF can split or merge during the evolution, and the topological changes are 

automatically controlled (Li et al., 2005).  

 

The active contour ( ) is presented by the zero LSF as follow:  

( ) ( , ) | ( , , ) 0},t x y t x y                                    (2.5) 

where ( , , )t x y is the LSF which is evolved w.r.t. time using the following evolution 

equation: 

 0,F
t





  


                                                  (2.6) 

where F is the speed function, and it is defined based on LSF ( ) and image data. 

 

LSF (  ) can develop very sharp and move away from its origin during the curve 

evolution. So a numerical scheme was used in traditional level set methods (Caselles et 

al., 1993; Malladi et al., 1995; Osher & Fedkiw, 2002) to keep the LSF close to the sign 

distance function using the following re-initialization equation: 

 
0( )(1 ),sign

t


 


  


                                            (2.7) 

where 0 is the re-initialized function, and ( )Sign  is the sign function. Various re-

initialization techniques have been proposed (Peng et al., 1995; Sussman & Fatemi, 

1999). However, such techniques are computationally costly, and it is often challenging 
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to find out how and when the LSF should be re-initialized to a signed distance function. 

Thus, a variety of studies have addressed this problem by proposing reinitializing free 

LSF. More details about such techniques will be provided, later. 

 

2.3. Types of Active Contour Model 

 

The various types of existing ACMs include region-based, edge-based, shape-based, and 

any combination of them. More details for each category is provided as follows: 

 

2.3.1. Region-based (C-V model) 

 

Region-based ACMs have been recently proposed and employed for image segmentation. 

The main goal of such region-based models is to incorporate the statistical information of 

the inside and outside the initial contour for the curve evolution and identifying the 

region of interest. Thus, they have performed more effectively for images with weak 

object boundaries (Tian et al., 2011; Wang et al., 2010). The main advantage with such 

models is that they are not very sensitive to the location of the initial contour. A review of 

literature has shown that the main application of such models is in medical image 

analysis where the images are presented with non-uniform daylight and artificial 

illumination (Crandall, 2009). 
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Chan-Vase (C-V) is the well-known geometric region-based model (Chan & Vase, 2001). 

The C-V model is the generalization of the Mumford-Shad model where the optimal 

image decomposition into several regions is accomplished by minimizing a smooth 

function proposed by Mumford and Shad (1989). The C-V model solved this 

minimization problem by incorporating LSF where the global statistical information was 

used for evolving the curve. In spite of getting larger convergence range and effectively 

handling topological changes using C-V model, it fails to perform well for images with 

intensity inhomogeneity. The main reason is that C-V algorithm is based on this 

assumption that image intensities in each region kept constant, and thus, this issue leads 

to the incorrect movement of the contour. Another limitation of this famous model is its 

dependence to numerical scheme like the re-initialization process, making this technique 

so costly and time-consuming. Some studies aimed to address the limitations of C-V 

model; however, their performance is still very expensive (Vese & Chan, 2002; Solem et 

al., 2006; Pi et al., 2007).  

 

2.3.2. Edge-based (GAC Model) 

 

In edge-based ACMs, the external energy function is defined based on an edge-based 

stopping term or an edge indicator. Such models mainly use image gradient to identify 

the desired object boundaries. Geodesics Active Contour (GAC) model is one of the most 

popular geometric edge-based models (Caselles et al., 1997).  
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The GAC model is defined based on geodesic or minimal path computation for 

identifying the boundaries. It also takes into account the relation between the classical 

active contours and geometric models. So the geometric GAC is based on the gradient-

based stopping term for identifying the object boundaries and a balloon force term aiming 

to adjust the motion of the curve such as shrinking or expanding the contour during the 

evolution. However, most edge-based approaches including GAC model depend on 

image gradient for stopping the curve evolution. Hence, only objects whose edges are 

well defined by gradient can be correctly detected. Furthermore, gradient is sensitive to 

texture, and the curve may stop before capturing the desired boundaries. The curve may 

also pass the actual edge as gradient is prone to small local maxima on the edges of the 

object. The initial contour should be set properly in such edge-based models, and 

inappropriate location of the initial contour may lead to poor segmentation result.  

 

2.3.3. Shape-based 

 

The shape-based models demand the prior knowledge about the shape of the object we 

aim to detect in the target image. Although such approaches have shown good 

performance in case of texture and occlusion, they need a substantial amount of training 

samples (Malladi et al., 1995; Chen et al., 2002). Besides, since a shape-based model is 

based on this assumption that the prior shape knowledge should be known, its application 

is limited in practice.   
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There are also some ACMs based on the combination of region, edge, and shape 

information. For example, the model in (Bresson et al., 2006) is the combination of edge-

based GAC model, Mumford-Shah region based model and shape information.  Tian (et 

al., 2011) proposed an ACM based on both region and edge information. However, 

several parameters should be tuned for their models when tested on different images. 

Moreover, some of these techniques fail to perform effectively with images presented 

with local intensity inhomogeneity. 

 

2.4. Review of Baseline Active Contour Models 

 

The details of some baseline ACMs are discussed in this section. Such models are either 

region-based or edge-based, and have demonstrated good performance in segmenting the 

image.   

 

Li et al. (2010) proposed an edge-based ACM called distance regularized level set 

evolution (DRLSE) where the regularity of the LSF is kept during the curve evolution, 

making this model free from expensive re-initialization procedure. The proposed 

regularization term is based on a Forward-and-Backward (FAB) diffusion effect which is 

able to effectively control the desired shape of the LSF during the evolution. The external 

energy function in this model is based on gradient information aiming to move the LSF 

toward the desired object boundaries.  The proposed DRLSE method allows the use of 

large time steps, making this model significantly efficient as it needs less computation 
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time and number of iterations. So we follow this model for the variational LSF which is 

re-initialization free and efficient in practice.  

 

The proposed ACM in (Allili & Ziou, 2007) is based on region and edge information. 

This unsupervised color/texture segmentation approach relies on polarity-based stopping 

function. This model is able to segment images with high texture due to the use of 

polarity information. However, homogeneous seeds are initialized at different regions of 

the image, and its ACM does not avoid the costly re-initialization procedure. Ksantini et 

al. (2013) also utilized polarity information as an edge indicator in their proposed ACM 

for salient object detection in grey-level images and color images. Hence, images with 

high level of texture can be effectively segmented. This model is also practically efficient 

by following the re-initialization free LSF proposed in (Li et al. 2010).  

 

In (Zhang et al., 2010a), a region-based ACM method using local image fitting (LIF) 

energy was proposed. It extracts the local image information, w.r.t. intensity 

inhomogeneity for segmenting the target image. It also applies a Gaussian Filter to 

regularize LSF and to avoid the costly re-initialization process. It achieved satisfying 

segmentation results when applied on the synthesis images.  

 

The method proposed in (Zhang et al., 2010b) is another region-based ACM that is based 

on the Selective Binary and Gaussian Filtering Regularized Level Set (SBGFRLS). This 
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model considers the advantages of the edge-based GAC model (Caselles et al., 1997) and 

C-V region-based ACM (Chan & Vase, 2001). A new region-based signed pressure 

function (SPF) was introduced using statistical information inside and outside the 

contour. The SPF behaves like the edge stopping function in GAC model for stopping the 

contour evolution on the object boundaries, and it does the global segmentation like C-V 

model for detecting all objects, regardless of where the initial contour is set in the image. 

When using the model in (Zhang et al., 2010b), the initial contour can be set anywhere.  

 

More recently, Zhang et al. (2013) proposed the new method called RD-LSF where a 

reaction-diffusion (RD) term is identified, making the level set evolution absolutely free 

from the costly re-initialization procedure. The main advantages of the RD-LSF method 

include its satisfying performance on weak boundary, and simple implementation of the 

RD equation without the requirement of initialization scheme. The proposed RD-LSF 

method has been tested on the famous region-based C-V model and edge-based GAC 

model, and it outperforms other classical region-based and edge-based ACMs, especially 

on noisy/textured images. 

 

2.5. Image Features 

 

In this section, image features such as gradient, polarity and depth will be discussed in 

more details. Gradient has been widely applied in many ACMs. However, it fails to work 

properly in case of high level of texture/noise. Polarity is another feature which has been 
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recently employed, and has shown promising results when there are a lot of textures. On 

the other hand, depth provides structure information of the scene and can be also used as 

a stopping function to detect the salient object. Overall, each feature has its own pros and 

cons, and one may outperform the others in a particular condition. Here, more details for 

each feature are provided as follow: 

 

 Gradient: 

 

Generally, the image gradient measures the intensity changes for each pixel. It has 

been applied in many applications, especially in edge detection. In most previous 

works (Zhang et al., 2013; Li et al., 2010; Tian et al., 2011; Caselles et al., 1997), 

stopping function (
gF ) in ACM is defined based on the gradient information as 

follows: 

2

1
,

1 *
gF

G I


 

                                                  (2.8) 

where 

2 2

22
2

1
exp

2

x y

G 







 is the Gaussian kernel with 2 standard deviation. The 

value of 
gF  is in the range of  0 to 1, where on main edges, this value is close to 0 

while on non-edge regions, it tends to be close to 1. The main drawback with the 

gradient is its poor performance when the salient object is located on a textured 

background. This is because some areas, not belonging to the boundaries of the 

object, will be identified as edges and hence, making the curve stop before reaching 

the actual contour. 
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 Polarity: 

 

Polarity was introduced as an alternative edge stopping function in ACMs (Allili & 

Ziou, 2007; Ksantini et al., 2013) with some limited success when the image 

background is clouted with texture. Polarity is considered to be a local image feature 

that shows a measurement of the extent to which the gradient vectors, in a specific 

pixel neighborhood, are oriented in a dominant direction . Polarity is defined as: 

 ( , ) .
E E

P x y
E E

 

 





                                                       (2.9) 

  
,

( , )* . .
x y

E G x y I n



                                                (2.10) 

 
,

( , )* . .
x y

E G x y I n



                                                        (2.11) 

 

In the above equations, I is the gradient of image intensity which can be calculated 

using the convolution of the image with the first derivative of a Gaussian filter. G is 

a smoothing function with variance 2 . The rectified positive and negative are 

denoted as  

and 


, respectively. n is the unit vector which is perpendicular to 

the dominant vector ( ) in a neighborhood of a pixel (x, y). While E indicates how 

many gradient vectors in the window ( , )G x y are in the positive side of the dominant 

vector ( ), E  shows such information in the negative side of the dominant vector. 
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The dominant vector is identified as the principal eigenvector of the matrix that is 

defined by the following expression: 

 
,

( , )*( ) ( ) .T

x y
M G x y I I                             (2.12) 

The values of polarity for the image (I) are between 0 and 1. The polarity ( )P I  gets 

very close to 1 on edges of the object of interest and gets very close to 0 when it falls 

inside a region. So polarity information as a stopping term in the external energy 

function of ACM can be formulated as: 

 1 ( ).pF P I                                                    (2.13) 

 Depth: 

 

Disparity map (depth) in stereo images introduces additional information for 

improving the performance of the segmentation. Depth clue, obtained from disparity 

map, is not sensitive to texture as it reflects the depth information of the objects in the 

scene. There are several well-known stereo matching algorithms that effectively 

estimate the position of the objects (Yang, 2012; Heo et al., 2013; Banks et al., 1999).  

 

Besides stereo-vision techniques, there are other ways to obtain this information. In 

particular, recent hardware using time-of-flight (sonic, infrared, laser) is capable to 

produce good quality depth information. For example, Microsoft Kinect is available 

for a low cost and allows the estimation of depth in addition to an RGB image. 

Microsoft Kinect sensor has attracted great attention both from the entertainment and 
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scientific communities. It has been employed in many computer vision applications 

ranging from skeletal tracking to speech recognition and 3D reconstruction 

(Barnachon et al., 2013; Shotton et al., 2011; Henry et al., 2012; Burgin et al., 2011). 

However, the main drawback with these techniques is that depth is only accurate for a 

predefined distance range and indoor scenes. 

 

In this study, in addition to stereo-vision technique (Yang, 2012), we have used 

Microsoft Kinect sensor for obtaining the depth information of the scene. Kinect 

sensor consists of three devices, the center one is an RGB camera which takes about 

30 frames per second. On the left side of the RGB camera, an infrared device projects 

the infrared rays towards the scene. On the right side of the RGB camera, an infrared 

sensor measures the time-of-flight of the returning infrared ray for each pixel, and 

hence getting the point-sensor distance. Kinect generates a 640x480 RGB image and 

a matching depth image as outputs. Due to different positions of the RGB and depth 

sensors in the Microsoft Kinect, depth image is not aligned with the RGB image. 

Hence, an RGB-to-depth calibration should be performed to ensure that the depth 

matrix is aligned with the RGB matrix. This was achieved using library functions 

from OpenNI. While pixels in the RGB image represent a measure of color or 

intensity, pixels of the depth image correspond to a depth or a distance. 

 

In order to incorporate the depth clue in our method, the gradient of the disparity map 

is calculated and is used the same way as the classical image gradient in the ACM. 
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Note that when the actual depth is available, for example when using a Microsoft 

Kinect sensor, we will be using the gradient of the depth image itself. 

 

More details about the use of disparity map and 3D information in ACM for the 

salient object detection will be explained in Chapter 3.  
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CHAPTER 3 

OBJECT DETECTION USING ACTIVE CONTOUR MODEL WITH DEPTH CLUE 

 

3.1 Background 

 

Active contour models (ACM) have been widely employed for delineating an object of 

interest in images. In an edge-based ACM, the external energy function makes zero LSF 

move toward the edge of the objects. In other words, curve moves toward the object 

boundaries dynamically to produce the shape of the salient object. Therefore, stopping 

function should be defined in an external energy in order to make the curve stop on object 

boundaries. Although the gradient, as a stopping term, has shown promising results in 

ACMs (Zhang et al., 2013; Li et al., 2010; Tian et al., 2011; Caselles et al., 1997), its 

sensitivity to local minima makes it susceptible to stop before reaching the actual edge. 

Polarity is another feature used as a stopping function with some limited success, 

particularly, when the image background is clouted with texture (Allili & Ziou, 2007; 

Ksantini et al., 2013). In particular, the stopping functions defined in terms of gradient 

and polarity failed to detect salient objects effectively in many cases. 

 

 On the other hand, depth information, if available, could provide the better clue for 

object detection. Disparity map in stereo images introduces additional information for 

improving the performance of the segmentation. In particular, depth disparity does not 

suffer from ambiguities that are inherent to two-dimensional images. The disparity map is 
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typically calculated from two images through the pixel matching process. The disparity is 

usually used to get the depth information of the entire object regardless of noise or 

texture inside or outside of that object. Thanks to the newly available low cost depth 

sensors, such as Microsoft Kinect, the use of depth disparity for solving object detection 

becomes reality. So we proposed a new method that uses depth clue with the classical 

contour models for detecting salient objects in noisy images. 

 

The proposed method takes the advantage of the existing contour models by using the 

depth disparity clue, from Kinect sensor, instead of two-dimensional clues, in the model 

stopping function. The depth disparity is applied in the external energy function of the 

ACM for detecting the object of interest in the image. Experiments on several images 

collected by Microsoft Kinect indicated the superiority of depth clue over the polarity and 

gradient in detecting the object of interest using the ACM. 

 

3.2 Method: Active Contour Model Based on Depth Information 

 

In our study, depth disparity is defined as the stopping function in the external energy 

function. While pixels in the RGB image represent a measure of color or intensity, pixels 

of the depth image correspond to the calibrated depth of the scene. There are several 

well-known stereo matching algorithms that effectively estimate the position of the 

objects (Yang, 2013; Heo et al., 2013; Banks et al., 1999). Steps of stereo algorithms 

generally include matching cost computation, cost aggregation, disparity 
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computation/optimization, and disparity refinement. Traditional matching cost 

aggregation techniques were accomplished by summing/averaging matching cost over 

windows with constant disparity. Thus, such techniques are based on the local nature of 

traditional window-based cost aggregation algorithms and are vulnerable to the lack 

of texture. Yang (2012) addressed the issue of cost aggregation in stereo algorithm by 

proposing a non-local solution.  

 

In (Yang, 2012), the matching cost values are aggregated adaptively based on pixel 

similarity on a tree structure derived from the stereo image pair to preserve depth 

edges. The nodes of this tree are all the image pixels, and the edges are all the edges 

between the nearest neighboring pixels. The similarity between any two pixels is 

decided by their shortest distance on the tree. The proposed method is non-local as 

every node receives supports from all other nodes on the tree. As can be expected, the 

proposed non-local solution outperformed all local cost aggregation methods.  So in 

this study, we follow the method in (Yang, 2012) to get the disparity map.  

 

In order to incorporate the depth clue in our method, the gradient of the disparity map, 

called hereafter DF , is calculated and used the same way as the classical image gradient in 

the ACM. Note that when the actual depth is available, for example when using a 

Microsoft Kinect sensor, we will be using the gradient of the depth image itself. So the 
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gradient of depth information is defined and utilized in an external energy function of the 

ACM as follow: 

2

1
,

1 *
D

D

F
G I


 

                                                    (3.1) 

where G is the Gaussian kernel with   standard deviation, and DI is the depth image 

can be computed using either Kinect or stereo vision algorithm. The values for gradient 

of disparity are between 0 and 1, where this value is very close to 0 on edges of the 

salient object, and it is close to 1 on non-edge areas. So the stopping function is defined 

in terms of disparity information or DF , and it is combined in the external energy function 

of the variational level set formulation proposed by Li et al. (2010). The reasons of 

employing this efficient and re-initialization free technique was discussed in chapter 2. 

So the proposed ACM based on the depth clue is defined as below: 

 

 , , ( ) ( ) ( ),
D D DF v F FL vA                                              (3.2) 

where 

 ( ) ( ) .
DF DL F dxdy   


                                               (3.3) 

( ) ( ) .
DF DA F H dxdy 


                                                           (3.4) 

 

In equation (3.3) and equation (3.4),   and H are the Dirac delta and Heaviside 

functions, respectively. So in the external energy function (equation (3.2)), 
DFL controls 
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the line integral of the function DF in equation (3.1) along the zero LSF, and the energy 

of 
DFL  minimizes in a case that zero LSF of   reaches the boundaries of the salient 

object. Besides that, 
DFA is applied on the energy function as well in order to control the 

motion of the zero LSF during the evolution, and its coefficient v can get either positive 

or negative values, where the positive value makes the initial curve shrink and the 

negative one makes it expand. 

 

As mentioned before, we follow the approach of (Li et al., 2010). The total energy 

function in this study is defined as below: 

 , ,( ) ( ) ,
DP F vR                                                (3.5) 

where , ,DF v is the external energy function which was previously discussed and 

modified based on our needs, and it was defined in the equation (3.2). ( )PR  is the 

internal energy function with the constant 0   which is considered as the level set 

regularization term in order to control the deviation of the LSF from the signed distance 

function, and it is described as below: 

 ( ) ( ) ,pR p dx 


                                                (3.6) 

where P is regarded as a potential or energy density function : [0, )P    and it is 

defined as follow: 
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 21
( ) ( 1) .

2
P dx 



                                               (3.7) 

In (Li et al., 2005), the internal energy function was described only over ( )P  , as a 

penalty term to retain the LSF close to the signed distance function and panelizes the 

deviation of the LSF from the signed distance function. However, due to unpleasant side 

effects of ( )P  on the LSF in some circumstances, a new potential function ( ( )pR  ) was 

added in the distance regularization term to remedy the situation (Li et al., 2010). In 

overall, the total energy function should be minimized using the following equation:  

 .
t

 



 
 

 
                                                        (3.8) 

In equation (3.8) which is also known as gradient flow, 







is the Gateaux derivative (first 

derivative) (Evans, 1998). Therefore, the Gateaux derivative of the total energy function 

which is expressed in terms of the function ( )   can be extended as: 

                  ( ( ) ) ( ) ( ) ( ).p D Ddiv d div F vF
 

      
 

 
     


             (3.9) 

In equation (3.9),   denotes the Laplacian operator, and 
pd  is a function which is 

described as below: 

 
( )

( ) .
( )

p

P S
d s

S


                                                    (3.10) 

Then, the gradient flow or the proposed evolution equation of the LSF in (Li et al., 2010) 

is defined as below: 
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( ( ) ) ( ) ( ) ( ).p D Ddiv d div F vF
t

 
      



 
     


              (3.11) 

All the spatial partial derivatives 
x




and 

y




 are approximated by the central difference, 

and the temporal partial derivative 
t




is approximated by the forward difference. The 

approximation of equation (3.11) by the above difference scheme can be simply written 

as: 

 

 
1

, ,

,( ),

k k

i j i j k

i jL
t

 


 



                                            (3.12) 

where ,( )i jL   is the approximation of the right hand side by the above spatial difference 

scheme. The difference equation (3.12) can be expressed as the following iteration: 

 

1

, , ,( ).k k k

i j i j i jtL                                                    (3.13) 

3.3 Results & Discussion 

 

A set of experiments were conducted on several images from RGB-D Washington dataset 

(Lai et al., 2014), synthetic stereo dataset (Scharstein & Szeliski, 2003; Scharstein & 

Szeliski, 2002), and our own real world dataset to show the effectiveness of the proposed 

ACM using depth clue. Our own real world images were captured by Microsoft Kinect. 

Microsoft Kinect for windows SDK version 1.5 was used for extracting the depth 
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information of the scene. The proposed ACM is compared to the gradient-based and 

polarity-based ACMs in (Li et al., 2010) and (Ksantini et al., 2013), respectively. 

 

The results of each active-contour model on our real world RGB-D images are shown and 

compared together in Figure 3.1. The initial contour is set outside of the salient object for 

most images. In other words, the coefficient of the 
DFA i.e., v is set to the positive value 

which makes the initial contour shrink, whereas this coefficient (v) is set to the negative 

value making the initial contour expands during the curve evolution for image 5 and 

image 6  in Figure 3.1. Figure 3.2 indicates the comparison results of the proposed 

method and other baseline methods on images of several standard datasets. 

 

As experimental results show, the proposed ACM using depth clue could detect the 

salient object more effectively in comparison to gradient-based and polarity-based ACMs 

presented in (Li et al., 2010) and (Ksantini et al., 2013), respectively. The main reason is 

that depth disparity provides the depth information of the salient object regardless of the 

noise or texture inside or outside of it. Considering depth information, objects are 

recognized from each other based on their distance to the camera. However, gradient and 

polarity present objects with a lot of noise. Thus, the curve stops before reaching the 

actual object's boundary. 
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a) Image 1:Initial 

Contour  

 b) (Li et al., 2010) 
 

c) (Ksantini et al., 

2013) 

 
d) Proposed ACM 

with Depth Clue 

 
e) Image 2:Initial 

Contour 

 
f) (Li et al., 2010) 

 
g) (Ksantini et al., 

2013) 

 
i) Proposed ACM with 

Depth Clue  

j) Image 3:Initial 

Contour  

k) (Li et al., 2010) l) (Ksantini et al., 

2013) 
m) Proposed ACM 

with Depth Clue  

n) Image 4:Initial 

Contour  
o) (Li et al., 2010) p) (Ksantini et al., 

2013) 

q) Proposed ACM 

with Depth Clue  

 
r) Image 5:Initial 

Contour  
s) (Li et al., 2010) t) (Ksantini et al., 

2013) 

u) Proposed ACM 

with Depth Clue 

 
v) Image 6:Initial 

Contour 
w) (Li et al., 2010) x) (Ksantini et al., 

2013) 
y) Proposed ACM 

with Depth Clue  

Figure 3-1: Salient Object Detection Using ACM Based on Gradient, Polarity, and Depth 

Clue on Our Own Images. 
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a) Image 1:Initial 

Contour  
  

b) (Li et al., 2010) 

 
c) (Ksantini et al., 

2013) 

 
d) Proposed ACM 

with Depth Clue 

 
e) Image 2:Initial 

Contour 

 
f) (Li et al., 2010) 

 
g) (Ksantini et al., 

2013) 

 
h) Proposed ACM 

with Depth Clue  

 
i) Image 3:Initial 

Contour  

 
j) (Li et al., 2010) k) (Ksantini et al., 

2013) 

l) Proposed ACM with 

Depth Clue  

m) Image 4:Initial 

Contour  
n) (Li et al., 2010) 

 
o) (Ksantini et al., 

2013) 

 
p) Proposed ACM 

with Depth Clue  

 
q) Image 1:Initial 

Contour  
r) (Li et al., 2010) s) (Ksantini et al., 

2013) 

t) Proposed ACM with 

Depth Clue 

Figure 3-2: Salient Object Detection Using ACM Based on Gradient, Polarity, and Depth 

Clue on Images of Several Standard Datasets. 
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3.4 Conclusion 

 

In this study, an ACM based on depth information extracted by either Microsoft Kinect 

or stereo matching algorithm is proposed for detecting objects of interest in the image. 

The main significance of depth disparity is that it gets the depth information of the entire 

object regardless of noise or texture inside or outside of that object. Both gradient and 

polarity, which were previously applied as stopping terms in the external energy function, 

are sensitive to the noise, and the curve may stop before reaching the edge of objects. 

Therefore, depth clue is applied as a stopping function in the ACM for detecting the 

salient objects. Experiment on some standard datasets and several real world images 

indicated the superiority of depth disparity over polarity and gradient in detecting the 

object of interest using the ACM. Although, the use of depth clue has outperformed other 

clues for most objects, the gradient or polarity may perform better when the depth 

information becomes unreliable. In particular, Microsoft Kinect has its own limitation as 

it is unable to provide accurate depth information for very long distances. Hence, because 

of the wide variety of image data, our future work will be devoted to develop an ACM 

that will automatically select the best clue among the depth, gradient, polarity, or any 

combination of them. The selected clue will be used as the stopping term in the external 

energy function of the ACM. 
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CHAPTER 4 

FEATURE BASED ACTIVE CONTOUR MODEL FOR OBJECT DETECTION 

 

4.1 Background 

 

Among the most recent ACMs based on the level set evolution, edge-based information 

like image gradient is utilized as an edge indicator in their external energy term to stop 

the curve on the object boundaries. In spite of obtaining promising results in some 

images using gradient-based ACMs, its sensitivity to texture makes it difficult stop 

before reaching the actual edge. Polarity has performed more effectively in the presence 

of texture, but it has failed to detect salient objects effectively in images with high level 

of texture. Depth clue can provide the scene information based on the distance of image 

objects to the camera, and hence, it is not vulnerable to the texture. However, depth clue 

is not always available for flat objects, and some objects might be located at the same 

distance or have the same depth information.  

 

In fact, the best candidate for a stopping term could be either a single feature such as 

gradient, polarity and depth, or a combination of them, w.r.t. image characteristics. 

Therefore, we proposed a feature-based ACM that is able to automatically decide which 

subset of the features among gradient, polarity, and depth leads to the most effective 

result in detecting the salient object. 
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 Figure 4.1 indicates the overview diagram of the proposed feature-based ACM. First, 

given an input image, the three features, namely gradient (G), polarity (P) and depth (D), 

are computed. Second, the texture (I_texture) is estimated based on image gradient, and if it 

is below a threshold, P is kept and G is ignored; otherwise, we ignore P and consider G 

as a more suitable feature. Then, the histogram of depth on the initial region is extracted 

and analyzed. If the number of peaks (non-zero bin) is greater than 1, it means that depth 

information is available and can be combined with another feature using KSVM. More 

details about feature selection and combination are provided in section 4.2.  
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Figure 4-1: The Overview Diagram of The Proposed Feature-based ACM. 

 

 

4.2 Method: The Proposed ACM based on Feature Selection and Feature Combination 

 

In this section, the details of the proposed method for selecting the best candidate feature 

as a stopping term in ACM is discussed. Then, in the case when more than one feature is 
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selected, we describe how two features can be combined, using KSVM, and be used in 

ACM. 

 

4.2.1 Feature Selection 

 

The proposed feature selection approach aims to find the best candidate features among 

gradient, polarity and depth. The number of edge pixels in a specified region helps 

determine a characteristic of texture complexity (Stockman & Shapiro, 2001; Haralick, 

1973). Hence, the edge indicator 
gF  calculated using equation (2.8), can be used to 

measure the intensity of texture (or noise). For detecting a salient object using ACM, an 

initial contour surrounding the object is first defined. Then, the mean of ( )gF i  values in 

this initial region R is calculated as a measurement for texture and is given by: 

 1
( ( )).texture g

i R

I F i
N 

                                                  (4.1) 

As mentioned earlier, the value of ( )gF i  is very close to 0 on edge areas. So when textureI  

is closer to 0, it means that the texture intensity is high. A threshold value should be 

defined to determine whether the gradient can be a good candidate for object detection, 

w.r.t. the texture intensity textureI . For this purpose, we have defined the threshold value 

based on Otsu method (Otsu, 1979). The Otsu threshold value is computed on the values 

of ( )gF i  in the initial region R. Generally, Otsu threshold method aims to find the value 

which minimizes the variance of samples within the class and maximizes the variance 
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between two classes. Thus, when textureI  is below Otsu threshold value (close to 0), then 

the background is too textured, making the gradient not suitable for detecting the object 

effectively. In this case, the gradient should be ignored, while polarity would be a better 

feature candidate. 

 

As discussed earlier, the depth has its own limitations. For example, when objects are 

located at similar depths, it would be impossible to distinguish between them using the 

depth clue. In order to evaluate the usefulness of the depth information for a given image, 

we have analyzed the depth histogram of DI within the region of interest. Such histogram 

provides significant information about the geometry of scene, and it was already shown 

that histograms are very useful. For example, in (Park et al., 2012), the detection of the 

hand contour was achieved based on the depth histogram. In our case, the analysis of the 

histogram of depth in the initial region of interest gives us a good indication on whether 

the depth information of the salient object is beneficial. When the number of peaks (non-

zero bins) in the depth histogram is equal to 1, the depth of the salient object is confused 

with the background, making the depth feature useless. On the other hand, when the 

number of peaks is greater than 1, depth is considered as a good candidate feature. It 

might be combined with either gradient or polarity using KSVM. This process of feature 

selection is described in the following algorithm: 
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4.2.2 Feature Combination based on KSVM 

 

If more than one feature is selected as a stopping term, they should be combined using 

KSVM, and the result of this combination is applied as an optimal edge indicator in the 

external energy function of ACM. 

 

 Support Vector Machines (SVM) are a set of related supervised learning methods which 

are applied for prediction and classification. The main aim of SVM is to build a set of 

hyperplanes and select the hyperplane that maximizes the margin from the training 

samples. Once such a hyperplane is discovered, SVM can effectively classify the testing 

samples. The corresponding data samples are called Support Vectors (SVs). These points 
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are the crucial samples for classification. Therefore, since SVM considers only those data 

points which are close to the decision hyperplane and are critical to find the decision 

boundary, it is robust to noisy data and can properly handle the high-dimensional data. 

Note that SVM has been successfully applied in different domains and applications 

(Cheng et al., 2014; Ektefa et al., 2010; Guerbai et al., 2015). 

 

Let   1

1 1

N

i i
X x


  and   1 2

1
2 1

N N

i i N
X x



 
  are two different classes of data samples constituting an 

input space of 1 2N N N  samples, and the associated tags are represented by  
1

N

i i
t


 , 

where {0,1}it  , 1,2,...,i N  . Since real-life data has inherent non-linearity, KSVM 

tries to map the data samples to a higher dimensional feature space F, where linear 

classification might be achieved. Let the two classes are mapped to higher dimensional 

feature classes   1

1 1
( )

N

i i
F x


   and  

1
2 1

( )
N

i i N
F x

 
  by the function . Our target is to 

learn the weight vector  0 1, , , Nw w ww for functions of the form:

0 0

1

( ; ) ( )
N

x T

i i i

i

y x w f w w x w


    w , where  1 2( ) , , , :x x x

Nx f f f F    

describes the non-linear mapping from the input space to the feature space for the input 

variable x (Cristianini & Shawe-Taylor, 2000). The kernel trick (Vapnik, 1998) is used in 

case when the dimension of F is very high, where a kernel function  calculates the 

inner products of the higher dimensional data samples:

,( , ) ( ), ( ) , {1,2, , }.i j i j i jx x x x N        
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In the feature space, KSVM tries to find the optimal decision hyperplane. The optimal 

hyperplane is the one with the largest margin; in other words, the plane which has the 

largest minimal distance from any of the samples. Maximizing the distance of samples to 

the optimal decision hyperplane is equivalent to minimizing the norm of w. As a result, 

this becomes part of the objective function. However, it might be the case that the 

problem is non-linear even in the higher dimensional space. To solve this, the margin 

constraint is relaxed or slacked. A penalty factor is also introduced in the objective 

function to control the amount of slack. This penalty factor is the form of a loss function, 

usually a hinge loss function (Vapnik, 1998). Incorporating all these, the KSVM 

optimization problem can be written as: 

 
00, 01

1
min max(0,1 ( ( ) )) .

2

NT T

w i ii
C t x w 

 
    

 
w

w w w                 (4.2) 

Here, 
0max(0,1 ( ( ) ))T

i it x w  w is the hinge loss function (Rosasco et al., 2004). For 

correctly classified training samples, this function does not incur any loss. For 

misclassification, the loss factor is controlled by C . Since the weight vector w resides in 

the feature space, it cannot be calculated directly. Instead, the Lagrangian dual problem is 

solved (Scholkopf & Smola, 2001). The optimal weight vector for this problem is a linear 

combination of the data points and is of the form * *

1
( )

N

i i ii
w t x


  , where  

1

N

i i



are 

the Lagrangian variables. The decision function for any test sample is obtained by: 

* *

0

1

( ) ( , ) .
N

i i i

i

g x t x x w 


                                                     (4.3) 
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Where *

0w  is computed using the primal-dual relationship (Scholkopf & Smola, 2001), 

and where only samples with non-zero Lagrange multipliers i  contribute to the solution.  

 

Using KSVM, we aim to effectively predict the class label  0,1it  for pixels of the 

target image where  0it   corresponds to the class edge and  1it   is for the class non-

edge. Each pixel from set 
1{ }N

i iX x   is a vector presented by features of FS , where FS  

includes the selected features or edge indicators determined by Algorithm 1. So the 

external energy function in our proposed ACM is denoted as extF , where ( )extF g x , 

computed based on the kernel-based prediction model using equation (4.3) and 

incorporated into the ACM (Li et al., 2010) as below:  

 , , ( ) ( ) ,
ext ext extF v p F FR L A                                 (4.4) 

 

where extF is the class labels assigned to the pixels of the image using the method 

described above. ( )pR  , ( )
extFL  , and ( )

extFA  were defined in details  in chapter 3.  

 

4.2.3 Providing Training Samples for KSVM 

 

Since KSVM is a supervised method, some training samples (pixels are samples in our 

case) should be provided to train the classifier. However, in our case the class labels of 

the pixel vectors are unknown. In other words, it is not known in advance if the pixel 
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vector belongs to the edge class ( 0it  ) or to the non-edge class ( 1it  ). In the absence 

of training samples, we proposed a method, based on the nearest-neighbor, to provide the 

training samples from the (unknown) input image itself.  

 

Let 
1{ }N

i iX x  includes all pixel vectors within the initial region of interest, with N being 

the total number of these pixels. We aim at selecting training samples from the set X and 

insert them into the edge training samples set 1

1{ }M

edge i iX x  and the non-edge training 

samples set
1 1{ }M

non edge i i MX x   , respectively, where
edge non edgeX X   . 

 

For any pixel, the value of its gradient
gF , polarity 

pF  or depth DF ranges from 0 to 1, 

with 0 representing a perfect edge and 1 a perfect non-edge, respectively. This 

information is used to provide the training samples as follows. First, for every pixel we 

calculate the Euclidean distance between its features values and the features values of the 

two ideal vectors, namely, the true edge (
edgeT ) (features values are all 0), and the true 

non-edge (
non edgeT 

) (features values are all 1).   

 

Then, all pixel vectors are sorted based on their distance from 
edgeT and 

non edgeT 
 vectors, 

and only 1% of nearest pixel vectors to these two ideal vectors are kept in the edge 

training set (
edgeX ) and in the non-edge training set (

non edgeX 
), respectively. For instance, 

Table 4.1 shows the values of the features for two pixels, and the last column shows the 
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calculated Euclidean scores. One can see that the first pixel (first row) is presented by 

gradient and depth features. This pixel is close to a true edge vector and might be a part 

of the training sample for the edge class, while another pixel (i.e. 20th pixel) is very close 

to the true non-edge vector and can be considered as a training sample for the non-edge 

class. Once these training samples are constructed, it becomes possible to classify the 

remaining pixels into either edge or non-edge classes, using KSVM. 

 

Table 4-1: An Example of Providing Training Samples. 

Pixels of The 

Image 

Feature Value True edge and non-edge 

Vectors 

Euclidean Distance 

Score 

 
1 { , }g DP F F   1 [0.1,0.2]P   True edge [0.0] 

True non-edge [1,1] 

0.22 

1.2 

20 { , }g DP F F  20 [0.75,0.9]P   True edge [0.0] 

True non-edge [1,1] 

1.17 

0.32 

 

 

4.3 Result and Discussion 

 

A set of experiments was conducted to evaluate the effectiveness and accuracy of our 

object detection method. The proposed ACM-based method is tested on several datasets, 

consisting of Berkeley 3-D objects (B3DO) dataset (Janoch et al., 2011), RGB-D 

Washington dataset (Lai et al., 2014), synthetic stereo dataset (Scharstein & Szeliski, 

2003; Scharstein & Szeliski, 2002), and our own outdoor stereo dataset. Then, we have 
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compared our results to some recent baseline ACMs (Zhang et al., 2013; Zhang et al., 

2010a; Zhang et al., 2010b). 

 

There are several parameters for the above methods that are empirically tuned to get the 

best result for each image in our experiment. For example, in the method (Zhang et al., 

2010a), the initial contour is a circle whose center and radius should be set properly based 

on the size and location of the object in the test images. The number of iterations and the 

parameter , the standard deviation of the kernel function, should be properly chosen 

according to the image. This parameter is a scale parameter that controls the region-

scalability from small neighborhood to the whole image domain (Li et al., 2008). A too 

small   may cause undesirable result, while a too large   will cause high computational 

cost. In (Zhang et al., 2010b), the number of iterations and the parameter  , which 

controls the shrinking or expanding the capacity of curve evolution, are tuned based on 

the test images. For the method in (Zhang et al., 2013), with both GAC model and CV 

model, the initial region, number of iterations, 1t  and 2t  should be set. The RD-based 

level set evolution considers two time steps 1t  and 2t  to keep numerical stability, and 

they are set according to the noise level in the image. The values of all parameters for 

each method and dataset will be shown. 

 

When implementing the ACM using our proposed method, some parameters like , ,    

and t (time-step) are set. Since the model is not sensitive to   and  , they are kept 
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fixed and set to   = 5,   = 0:04 and t  = 5 for all images in our experiments. The 

parameter , the coefficient of 
extFA in equation (4.4), should be set depending on the 

image, and it is set to a positive value which makes the initial contour shrink. Note that a 

large value for  causes the contour to pass the objects with weak boundaries. If the 

proposed feature selection method chooses more than one feature, these features should 

be combined using KSVM. Hence, we have tested different kernel functions, like RBF 

and polynomial, and have found that the polynomial kernel ( , ) ( )T dK x y x y c   is able 

to separate edge from non-edge pixels best. Gradient (G), Polarity (P), Depth (D), and 

their combination result in seven feature subsets: {G, P, D, GP, GD, PD, GPD}. Hence, 

all seven feature subsets are applied and experimented on the external energy function of 

the ACM for all input images to evaluate the validity of the proposed method on selecting 

the suitable feature subset.  

 

The effectiveness of the proposed method and baseline methods are measured objectively 

in terms of the evaluation metric such as Dice similarity. Such a similarity measure 

considers the overlap between the segmented area and the ground truth. So it is computed 

as the intersection between the segmented area and the ground truth divided by the area 

of their union. Perfect segmentation results in a similarity score of 1, while such score is 

about zero if the segmented region and the ground truth are disjoint. 
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4.3.1 Experiment with RGB-D Datasets 

 

Berkeley 3-D object (B3DO) dataset includes images taken in crowded domestic and 

office settings with Microsoft Kinect sensor. The sensor produces the RGB image in 

addition to per-pixel depth information. Although some areas of depth image may lack 

depth information, the B3DO dataset provides smoothed images with estimate of depth, 

when missing. RGB-D Washington is another dataset used in the experiment. This 

dataset (Lai et al., 2014) consists of 14 scenes containing furniture and a subset of the 

objects, with both RGB and depth images provided for each view. The chosen objects are 

commonly found in home and office environments. 

 

Table 4.2 and Table 4.3 show how a particular feature subset is selected for each target 

image using our proposed feature selection method in both Berkeley and Washington 

RGB-D datasets, respectively. Moreover, the results of applying different feature subsets 

on the external energy function of the ACM using KSVM are indicated in Figure 4.2 and 

Figure 4.3 for each dataset. Ten images of Berkeley dataset and 6 scenes of Washington 

dataset are employed for the experiment (Figure 4.2 and Figure 4.3). The Dice similarity 

score is computed for each feature subset and shown below each image for each dataset 

in both Figure 4.2 and Figure 4.3. 
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Table 4-2: Feature Selection Process Based on Image Data for Berkeley Dataset. 

Image ID Itexture Threshold 
Number of Peaks in 

Depth Histogram 

Selected 

Feature(s) 

Image 43 0.42 0.44 3 {PD} 

Image 170 0.71 0.54 2 {GD} 

Image 205 0.59 0.46 4 {GD} 

Image 294 0.20 0.37 4 {PD} 

Image 344 0.70 0.45 1 {G} 

Image 455 0.41 0.45 1 {P} 

Image 800 0.18 0.38 1 {P} 

Image 835 0.59 0.51 1 {G} 

Image 841 0.33 0.40 2 {PD} 

Image 705 0.46 0.43 2 {GD} 

 

 

Table 4-3: Feature Selection Process Based on Image Data for Washington Dataset. 

Image ID Itexture Threshold 
Number of Peaks in 

Depth Histogram 

Selected 

Feature(s) 

Scene-1 0.27 0.45 2 {PD} 

Scene-4 0.29 0.46 2 {PD} 

Scene-7 0.45 0.42 3 {GD} 

Scene-9 0.43 0.38 2 {GD} 

Scene-12 0.47 0.38 2 {GD} 

Scene-14 0.54 0.47 2 {GD} 
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As Table 4.2 indicates, the proposed method considers {PD} as the best feature subset, 

w.r.t. texture value Itexture and depth histogram for image 43 in Berkeley dataset. Having 

experimented different feature subsets in the external energy function of the ACM 

(Figure. 4.2), the combination of polarity and depth ({PD}) using KSVM, with dice 

similarity score of 0.913, outperforms other feature subsets for image 43. This 

performance is also achieved for other images of Berkeley dataset. 

 

As observed in Table 4.3, polarity and depth clue {PD} are selected as the best features 

for Scene-1 and Scene-4, while gradient and depth {GD} are selected for the other scenes 

in Washington dataset. The dice similarity scores shown under each image of Figure 4.3, 

for different feature subsets, also identifies the {PD} for Scene-1 and Scene-4, and {GD} 

for other scenes. This confirms one more time that our feature selection method is 

capable to automatically detect the right candidate features. 

 

 
a) Initial 43 

 
a) D=0.735 

 
a) G=0.780 

 
a) P=0.885 

 
a) GD=0.849 

 
a) GP=0.841 

 
a) PD=0.913 

 
a) GPD=0.863 
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b) Initial 170 

 
b) D=0.312 

 
b) G=0.556 

 
b) P=0.271 

 
b) GD=0.747 

 
b) GP=0.461 

 
b) PD=0.297 

 
b) GPD=0.421 

 
c) Initial 205 

 
c) D=0.361 

 
c) G=0.702 

 
c) P=0.468 

 
c) GD=0.797 

 
c) GP=0.646 

 
c) PD=0.517 

 
c) GPD=0.682 

 
d) Initial 294 

 
d) D=0.821 

 
d) G=0.528 

 
d) P=0.854 

 
d) GD=0.551 

 
d) GP=0.593 

 
d) PD=0.911 

 
d) GPD=0.755 
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e) Initial 344 

 
e) D=0.205 

 
e) G=0.924 

 
e) P=0.395 

 
e) GD=0.622 

 
e) GP=0.458 

 
e) PD=0.582 

 
e) GPD=0.578 

 
f) Initial 455 

 
f) D=0.523 

 
f) G=0.148 

 
f) P=0.940 

 
f) GD=0.165 

 
f) GP=0.303 

 
f) PD=0.645 

 
f) GPD=0.196 

 
g) Initial 800 

 
g) D=0.683 

 
g) G=0.456 

 
g) P=0.885 

 
g) GD=0.458 

 
g) GP=0.459 

 
g) PD=0.755 

 
g) GPD=0.773 
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h) Initial 835 

 
h) D=0.321 

 
h) G=0.985 

 
h) P=0.919 

 
h) GD=0.935 

 
h) GP=0.923 

 
h) PD=0.843 

 
h) GPD=0.823 

 
i) Initial 841 

 
i) D=0.446 

 
i) G=0.574 

 
i) P=0.627 

 
i) GD=0.739 

 
i) GP=0.769 

 
i) PD=0.807 

 
i) GPD=0.690 

 
j) Initial 705 

 
j) D=0.494 

 
j) G=0.705 

 
j) P=0.589 

 
j) GD=0.941 

 
j) GP=0.738 

 
j) PD=0.312 

 
j) GPD=0.655 

Figure 4-2: Applying Different Feature Subset as a Stopping Term in Berkeley Dataset. 
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a) Initial Scene-1 

 
a) D=0.385 

 
a) G=0.570 

 
a) P=0.598 

 
a) GD=0.675 

 
a) GP=0.681 

 
a) PD=0.699 

 
a) GPD=0.582 

 
b) Initial Scene-4 

 
b) D=0.489 

 
b) G=0.558 

 
b) P=0.359 

 
b) GD=0.652 

 
b) GP=0.440 

 
b) PD=0.672 

 
b) GPD=0.670 

 
c) Initial Scene-7 

 
c) D=0.844 

 
c) G=0.524 

 
c) P=0.576 

 
c) GD=0.854 

 
c) GP=0.666 

 
c) PD=0.838 

 
c) GPD=0.782 
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d) Initial Scede-9 

 
d) D=0.781 

 
d) G=0.751 

 
d) P=0.666 

 
d) GD=0.899 

 
d) GP=0.768 

 
d) PD=0.676 

 
d) GPD=0.793 

 
e) Initial Scene-12 

 
e) D=0.200 

 
e) G=0.587 

 
e) P=0.570 

 
e) GD=0.913 

 
e) GP=0.613 

 
e) PD=0.457 

 
e) GPD=0.742 

 
f) Initial Scene-14 

 
f) D=0.406 

 
f) G=0.862 

 
f) P=0.696 

 
f) GD=0.894 

 
f) GP=0.890 

 
f) PD=0.364 

 
f) GPD=0.836 

Figure 4-3: Applying Different Feature Subset as a Stopping Term in Washington 

Dataset. 
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Table 4.4 and Table 4.5 demonstrate the Dice similarity scores using the proposed 

feature-based ACM and other baseline methods (Zhang et al., 2013; Zhang et al., 2010a; 

Zhang et al., 2010b) for Berkeley and Washington datasets, respectively. The last row in 

these tables shows the average similarity score over all the test images. As Table 4.4 and 

Table 4.5 suggest, the proposed ACM outperforms, and for some images, performs very 

close to other baseline methods in detecting the salient object. The method in (Zhang et 

al., 2010b), with average scores of 0.247 and 0.429, performs very poorly with the 

Berkeley and Washington datasets. This region-based baseline method fails to detect the 

salient object properly because test images are clouted with texture. On the other hand, 

the main drawback with most region-based ACMs is that they are based on statistical 

information of the image and cannot achieve good performance in segmenting and 

detecting objects in images with high intensity inhomogeneity. Moreover, the initial 

contour is not set, and the method is supposed to do the global segmentation regardless of 

where the initial contour is. So the performance is quite low for images with high texture. 

Another region-based method tested in this study is (Zhang et al., 2010a), which has 

shown better performance than the method in (Zhang et al., 2010b), with similarity score 

of 0.778 for Berkeley dataset and 0.761 for Washington dataset. One of the main reasons 

is that the initial contour should be set. As mentioned earlier, the initial contour is a 

circle, and its center and radius is set considering the size and location of the object in the 

image. So this local segmentation leads to the better object detection than the global 

segmentation in (Zhang et al., 2010b). 
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The RD-based ACM in (Zhang et al., 2013) experimented with edge-based GAC model 

and region-based CV model. The RD-based with GAC model method yields better results 

than the region-based RD-CV model. As discussed earlier, region-based methods are 

sensitive to intensity inhomogeneity. The RD-based method with GAC has performed 

very close to our proposed method with average similarity score of 0.830 in Berkeley 

dataset. For example, RD-GAC method (Zhang et al., 2013) on image 455, image 835, 

and image 841 of Berkeley dataset has shown very good performance by getting 

similarity score close to 1. However, this method fails to perform effectively for images 

with high texture. For instance, objects in image 294 and image 800 of Figure 4.2 were 

not detected effectively using RD-GAC method (Zhang et al., 2013). The reason is that 

these images are clouted with texture, and RD-GAC, which has the gradient-based edge 

indicator, is not able to perform effectively. As mentioned before, polarity is a better 

feature in the presence of texture. Hence, as Figure 4.2 demonstrates, our proposed 

method is able to successfully select {PD} as an edge indicator in image 294 and image 

800 considering texture level in the images, making object detection accomplished more 

effectively. Overall, our proposed ACM with average similarity score of 0.885 and 0.821 

outperforms other baseline methods in Berkeley and Washington datasets, respectively. 
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Table 4-4: Comparing the Proposed Method with Baseline Methods Using Dice 

Similarity Score in Berkeley Dataset. 

Image ID 
(Zhang et 

al., 2010b) 

(Zhang et 

al., 2010a) 

(Zhang et al., 2013) 

RD-GAC 

(Zhang et al., 2013) 

RD-CV 

Proposed 

Method 

Image 43 0.00 0.888 0.962 0.963 0.913 

Image 170 0.032 0.682 0.734 0.00 0.747 

Image 205 0.092 0.756 0.766 0.044 0.797 

Image 294 0.615 0.938 0.607 0.490 0.911 

Image 344 0.882 0.913 0.869 0.763 0.924 

Image 455 0.00 0.928 0.977 0.843 0.940 

Image 800 0.215 0.794 0.505 0.689 0.885 

Image 835 0.195 0.834 1 0.946 0.985 

Image 841 0.00 0.277 0.962 0.072 0.807 

Image 705 0.444 0.771 0.923 0.342 0.941 

Average 0.247 0.778 0.830 0.515 0.885 

 

 

Table 4-5: Comparing the Proposed Method with Baseline Methods Using Dice 

Similarity Score in Washington Dataset. 

Image ID 
(Zhang et 

al., 2010b) 

(Zhang et 

al., 2010a) 

(Zhang et al., 2013) 

RD-GAC 

(Zhang et al., 2013) 

RD-CV 

Proposed 

Method 

Scene-1 0.00 0.794 0.693 0.579 0.699 

Scene-4 0.00 0.587 0.571 0.697 0.672 

Scene-7 0.804 0.671 0.608 0.401 0.854 

Scene-9 0.00 0.758 0.895 0.142 0.899 

Scene-12 0.900 0.957 0.737 0.00 0.913 

Scene-14 0.873 0.803 0.884 0.565 0.894 

Average 0.429 0.761 0.731 0.397 0.821 
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Based on the above findings and depending on the input image, a single feature, like the 

gradient, polarity or depth, can be used as a stopping function in the ACM to effectively 

detect the salient object. Moreover, in some cases, a combination of such features may 

improve the result. Therefore, the proposed feature-based ACM in this study, that 

automatically selects the best suitable feature(s), outperforms previous ACMs that were 

limited to a single feature in their stopping functions. 

 

Values of different parameters, tuned for each experimented method, are indicated in 

Table 4.6 and Table 4.7 for both Berkeley and Washington datasets. As these tables 

suggest, the proposed method is able to detect the salient objects more efficiently by 

going through less number of iterations. Although RD-GAC method (Zhang et al., 2013) 

performs close to our proposed method, it has gone through about 300 iterations, while 

curves evolutions take maximum 260 iterations using our proposed method.  
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Table 4-6: Parameter Values for Each Image in Implementing the Proposed ACM and 

Other Baseline Methods in Berkeley Dataset. 

Image ID 
(Zhang et 

al., 2010b) 

(Zhang et 

al., 2010a) 

(Zhang et al., 2013) 

RD-GAC 

(Zhang et al., 2013) 

RD-CV 

Proposed 

Method 

   itr #   itr # 1t  itr # 1t  itr #   itr # 

Image 43 36 100 10 400 0.9 300 0.1 150 1 260 

Image 170 80 200 10 600 0.8 300 0.3 150 1.5 260 

Image 205 80 200 10 300 0.9 300 0.3 150 0.8 285 

Image 294 80 200 10 600 0.7 300 0.4 300 1.3 235 

Image 344 60 150 10 200 0.9 300 0.4 70 1.3 160 

Image 455 100 200 10 200 0.9 300 0.1 450 1.3 235 

Image 800 100 150 10 400 0.9 300 0.1 600 1 155 

Image 835 100 150 10 600 0.9 300 0.1 100 1.5 235 

Image 841 100 250 10 400 0.7 300 0.4 200 2.5 260 

Image 705 60 100 10 600 0.9 300 0.4 200 6 260 

 

 

Table 4-7: Parameter Values for Each Image in Implementing the Proposed ACM and 

Other Baseline Methods in Washington Dataset. 

Image ID 
(Zhang et 

al., 2010b) 

(Zhang et 

al., 2010a) 

(Zhang et al., 2013) 

RD-GAC 

(Zhang et al., 2013) 

RD-CV 

Proposed 

Method 

   itr #   itr # 1t  itr # 1t  itr #   itr # 

Scene-1 60 200 20 100 0.9 300 0.3 500 30 85 

Scene-4 60 200 20 100 0.9 500 0.1 200 30 70 

Scene-7 100 270 10 600 0.7 400 0.2 300 10 210 

Scene-9 60 150 10 100 0.9 200 0.3 200 1.5 160 

Scene-12 36 120 10 100 0.8 180 0.1 200 1.5 210 

Scene-14 36 85 10 100 0.9 200 0.3 300 10 160 
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4.3.2 Experiment with Stereo Indoor and Outdoor Images 

 

Table 4.8 presents the results when the proposed automatic feature selection method is 

applied on both indoor and outdoor stereo images, using disparity maps. Furthermore, 

different feature subsets are tested on the external energy function, and their results are 

shown in terms of dice similarity score under each image in Figure 4.4, to confirm the 

validity of the proposed method in selecting the best candidate feature(s) as the edge 

indicator. 

 

 The images with objects Car, Chair, and Flower are outdoor scenes while the other 

images are indoor scenes. For example, as Table 4.8 shows, because of the texture score 

of 0.22 for Image Computer (less than the threshold value), the gradient will be ignored. 

In addition, the depth histogram has 2 peaks, making the depth feature a reliable one. 

Hence, polarity and depth ({PD}) are selected as the good candidate features. They are 

combined, using KSVM, to be used in the external energy function. Figure 4.4 also 

confirms the accuracy of this automatic feature selection as it clearly indicates that {PD} 

outperforms the other feature subsets in detecting the salient object, with a dice similarity 

score of 0.762 in Image Computer. As Table 4.8 and Figure 4.4 suggest, applying our 

automatic feature selection method on other stereo images confirms once again that the 

best feature subsets can be selected for detecting the object of interest. Itexture values for 

most stereo images and especially for outdoor scenes are close to zero, indicating the 

presence of high texture. So gradient cannot detect the object effectively, and polarity is 
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chosen as a better option. Depth clue, in case it is available, is not sensitive to texture and 

is considered as a helpful feature as it carries a different kind of information. Thus, it is 

combined with polarity using KSVM and applied in the ACM stopping term. 

 

Table 4-8: Feature Selection Process Based on Image Data for Stereo Dataset. 

Image ID Itexture Threshold 
Number of Peaks in 

Depth Histogram 

Selected 

Feature(s) 

Computer 0.22 0.40 2 {PD} 

Cone 0.40 0.29 2 {GD} 

Laundry 0.24 0.40 2 {PD} 

Monopoly 0.32 0.45 2 {PD} 

Star 0.23 0.39 2 {PD} 

Teddy 0.29 0.48 2 {PD} 

Tsukuba 0.15 0.36 2 {PD} 

Car 0.18 0.35 3 {PD} 

Chair 0.20 0.35 3 {PD} 

Flower 0.12 0.30 4 {PD} 

 

 

 
a) Initial Computer 

 
a) D=0.398 

 
a) G=0.532 

 
a) P=0.624 

 
a) GD=0.529 

 
a) GP=0.556 

 
a) PD=0.762 

 
a) GPD=0.688 
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b) Initial Cone 

 
b) D=0.457 

 
b) G=0.663 

 
b) P=0.191 

 
b) GD=0.879 

 
b) GP=0.699 

 
b) PD=0.463 

 
b) GPD=0.678 

 
c) Initial Laundry 

 
c) D=0.806 

 
c) G=0.689 

 
c) P=0.255 

 
c) GD=0.746 

 
c) GP=0.660 

 
c) PD=0.923 

 
c) GPD=0.837 

 
d) Initial Monopoly 

 
d) D=0.736 

 
d) G=0.675 

 
d) P=0.376 

 
d) GD=0.868 

 
d) GP=0.671 

 
d) PD=0.896 

 
d) GPD=0.872 
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e) Initial Star 

 
e) D=0.698 

 
e) G=0.622 

 
e) P=0.815 

 
e) GD=0.927 

 
e) GP=0.727 

 
e) PD=0.959 

 
e) GPD=0.857 

 
f) Initial Teddy 

 
f) D=0.920 

 
f) G=0.615 

 
f) P=0.396 

 
f) GD=0.817 

 
f) GP=0.647 

 
f) PD=0.924 

 
f) GPD=0.847 

 
g) Initial Tsukuba 

 
g) D=0.688 

 
g) G=0.730 

 
g) P=0.322 

 
g) GD=0.900 

 
g) GP=0.900 

 
g) PD=0.949 

 
g) GPD=0.944 
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h) Initial Car 

 
h) D=0.756 

 
h) G=0.639 

 
h) P=0.729 

 
h) GD=0.691 

 
h) GP=0.767 

 
h) PD=0.859 

 
h) GPD=0.785 

 
i) Initial Chair 

 
i) D=0.774 

 
i) G=0.352 

 
i) P=0.507 

 
i) GD=0.464 

 
i) GP=0.445 

 
i) PD=0.842 

 
i) GPD=0.745 

 
j) Initial Flower 

 
j) D=0.739 

 
j) G=0.359 

 
j) P=0.604 

 
j) GD=0.517 

 
j) GP=0.428 

 
j) PD=0.823 

 
j) GPD=0.615 

Figure 4-4: Applying Different Feature Subset as a Stopping Term in Stereo Images. 
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We have also tested other baseline methods on both indoor and outdoor stereo images 

and compared their detection results to our method. The parameters for each method were 

also tuned and shown in Table 4.10. As Table 4.9 shows, the similarity scores, obtained 

using the proposed ACM, are close to 1 for most images, outperforming all other 

methods. Thanks to disparity map, obtained from the stereo matching algorithm, the 

proposed method is able to detect the objects effectively in outdoor scenes. In spite of 

getting 0.783 average similarity score, the RD-GAC method in (Zhang et al., 2013) failed 

to perform efficiently, as it takes a lot of time for curve evolution by going through 700 

iterations. 

 

Table 4-9: Comparing the Proposed Method with Baseline Methods Using Dice 

Similarity Score in Stereo Dataset. 

Image ID 
(Zhang et 

al., 2010b) 

(Zhang et 

al., 2010a) 

(Zhang et al., 2013) 

RD-GAC 

(Zhang et al., 2013) 

RD-CV 

Proposed 

Method 

Computer 0.00 0.699 0.656 0.603 0.688 

Cone 0.009 0.809 0.846 0.833 0.879 

Laundry 0.00 0.703 0.779 0.068 0.923 

Monopoly 0.776 0.404 0.743 0.207 0.896 

Star 0.00 0.804 0.838 0.555 0.959 

Teddy 0.052 0.789 0.810 0.808 0.920 

Tsukuba 0.754 0.882 0.966 0.604 0.949 

Car 0.391 0.661 0.825 0.513 0.859 

Chair 0.519 0.669 0.744 0.405 0.842 

Flower 0.310 0.631 0.627 0.328 0.823 

Average 0.281 0.704 0.783 0.492 0.873 
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Table 4-10: Parameter Values for Each Image in Implementing the Proposed ACM and 

Other Baseline Methods in Stereo Dataset. 

Image ID 
(Zhang et 

al., 2010b) 

(Zhang et 

al., 2010a) 

(Zhang et al., 2013) 

RD-GAC 

(Zhang et al., 2013) 

RD-CV 

Proposed 

Method 

   itr #   itr # 1t  itr # 1t  itr #   itr # 

Computer 100 150 10 300 0.9 200 0.5 800 1.5 260 

Cone 200 250 10 300 0.9 250 0.5 450 1.5 210 

Laundry 60 200 7 600 0.9 500 0.5 200 1.5 210 

Monopoly 80 250 6 1000 0.9 300 0.5 200 3 210 

Star 80 250 10 100 0.9 200 0.5 200 1 260 

Teddy 100 200 10 150 0.9 400 0.5 200 1.5 260 

Tsukuba 100 85 10 300 0.9 500 0.5 200 20 210 

Car 40 150 7 600 1 500 0.2 300 1 260 

Chair 80 150 7 600 1 400 0.1 200 1.5 260 

Flower 80 350 7 600 1.1 700 0.3 300 20 210 

 

4.4 Conclusion 

 

We have proposed a new method that automatically selects the best feature(s) to be used 

in the stopping function of the well-known ACM. Three features were considered, the 

gradient, the polarity and the depth. The proposed method has full flexibility w.r.t. the 

above-mentioned features, as the latter can be employed either individually or 

collectively in a coherent framework, depending on each individual image. We have also 

proposed a method to combine the selected features in a semi-supervised manner using 

the KSVM that will be the most effective stopping term in the ACM. To the best of our 
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knowledge, this work is the first to explore the selection and combination of several 

features to improve the detection of salient objects. We have successfully tested our 

method on Washington and Berkeley RGB-D datasets where depth is obtained using 3D 

sensors. More tests were also carried on indoor and outdoor stereo images, where the 

disparity map was used as depth clue. In particular, we were always able to select the 

right feature(s) to be used in the stopping term of the ACM depending on the image 

input, where the detection of the salient object was always correct. The proposed method 

has been also compared with several baseline existing ACM-based methods for object 

detection. Given the flexibility of our method to select and use from three features, the 

obtained results were superior for almost all the used input images. 
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CHAPTER 5 

MULTIPLE OBJECT DETECTION WITH OCCLUSION USING ACTIVE CONTOUR 

MODEL AND FUZZY C-MEAN  

 

5.1 Background 

 

Detection and segmentation of salient objects in static images is one of the fundamental 

research areas in computer vision. Occlusion in real world images brings a main 

challenge for object detection. When several objects overlap one another in the image, 

the problem of object detection becomes even more complicated. Some studies addressed 

the problem of detecting partially occluded object. However, such studies mainly focused 

on one class of object. For example, promising results have been obtained for various 

object classes including pedestrian (Liu et al., 2014; Negri et al., 2014), car (Zheng & 

Liang, 2009; Hota et al., 2010), and face (Ban et al., 2014; Jun & Kim, 2012). Such 

detection methods typically learn from object classifiers using a labelled training set. 

Given a testing set, the classifier is used on the sub-windows with different sizes at all 

positions. Although some studies (Rafiee et al., 2013; Hota et al., 2010) addressed the 

problem of segmentation and object detection without relying on object class, only one 

salient object has been the main concern. However, the presence of multiple occluding 

objects makes the detection even harder. The problem of partially occluded objects was 

tackled in the work of (Wu et al., 2008; Shet et al., 2007) using part-based 

representations and joint analysis of multiple objects. However, such techniques were 

employed on some specific moving objects, and their performance for very crowded 
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scenes is far from perfect. In this study, we aim to detect occluded unknown objects in 

complex static images. 

 

Occluding objects are segmented within the same contour, when using an ACM-based 

segmentation technique explained earlier in Chapter 4. Hence, FCM algorithm is utilized 

to improve the object detection and handle the possible occlusions. However FCM 

algorithm has two major drawbacks.  

 

First, cluster centers should be initialized randomly when using FCM. This issue may 

have negative effects on the outcome of the segmentation quality. To overcome this 

problem, some researchers proposed a number of efficient initialization algorithms 

(Bouguessa et al., 2006; Capitaine, 2011). For example, the Fuzzy Maximum Likelihood 

Estimation (FMLE) was used as a clustering technique for classifying data points in 

(Bouguessa et al., 2006) where, FCM algorithm was applied as an initialization first step 

for the FMLE algorithm. In (Capitaine, 2011), a centroid initialization method, called 

ordering split, was proposed, where all n-dimensional samples are converted to 1-

dimension by getting the mean over the feature space. Then, all samples are uniformly 

split into C groups and C subsets of indices that are iteratively built. Finally, cluster 

centers are calculated. More details about this method can be found in (Capitaine, 2011). 

The second main issue about FCM is the number of clusters, the C value, which should 

be known in advance. Several validity indices have been proposed to determine the best 

number of clusters (Bezdek et al., 1999; Bouguessa et al., 2006). However, various 
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validity indices have yielded different cluster numbers that depend on the genre of the 

specific data. The reason is that most of these proposed methods are based on statistical 

information, and they are typically sensitive to noisy data, like real images, which might 

consist of texture and illumination. 

 

Each image pixel is represented by a set of features in FCM clustering technique. The 

applied feature space can have a significant impact on the clustering quality. In (Siang 

Tan & Mat Isa, 2011), the histogram thresholding method was proposed to tackle the 

problem of cluster number and cluster centroid. However, color was the only feature 

used, making the method less robust. For instance, when multiple regions have a similar 

color but belong to different objects. It is therefore not sufficient to use color only. Other 

features, such as texture, shape and depth, should be explored as well. Another issue with 

(Siang Tan & Mat Isa, 2011) and other clustering methods is that they require high 

computational time to cluster pixels in high-resolution images. Authors in (Rafiee et al., 

2013) clustered image blocks rather than image pixels to improve the efficiency of 

clustering techniques in segmentation. So the average feature values of each block are 

used in the clustering process. It was noted that the block size should not be too large to 

avoid decreasing the accuracy of the clustering. In our study, we followed the bock-wise 

FCM clustering to improve efficiency.  

 

To address the above discussed issues, we proposed a new approach based on Fuzzy C-

Mean (FCM) algorithm, which takes the advantage of the recently available Microsoft 
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Kinect sensor RGB-depth outputs, to solve the difficult problem of object segmentation 

in complex scenes. Although existing methods, such as the ones based on Active Contour 

Model (ACM), perform quite well in the single-object case and non-noisy environment, 

these methods fail when the scene consists of multiple occluding objects, with possibly 

similar colors. We aim to overcome this problem by using both the RGB and depth 

images of a scene, typically what Kinect sensor delivers as outputs. 

 

5.2 Method: Salient Object Identification Using ACM and FCM 

 

The proposed ACM based on automatic feature selection (described in details in Chapter 

4) is able to effectively identify the salient contours when applied on the target image. 

However, when objects are occluded by each other, multiple objects might be segmented 

within a single contour. So we have used a FCM-based algorithm and disparity map to 

separate occluded objects.  

 

 Figure 5.1 illustrates the overview diagram of the proposed FCM-based method. It 

shows in particular how each stage tackles the challenges of detecting the multiple 

occluding objects in a complex scene. We first use the ACM to identify the main final 

contours, and then a FCM is used for clustering within the contours for possible further 

segmentation. In this later stage, the depth is included as an important clue that allows us 

to estimate the cluster number and to make the clustering process more robust. In 
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particular, occlusions are easily handled this way, and the objects are properly 

segmented.  

 

Figure 5-1: Overview Diagram of Proposed Method for Occluding Object Detection. 

 

 

5.2.1 Determining Cluster Number 

 

The proposed feature-based ACM yields a set of final contours. Given a contour, we 

should analyze the contents of this contour to detect possible occluded objects. Depth 

information can be used to help obtain the number of clusters for FCM algorithm. Both 

the color and depth images were obtained with the affordable Microsoft Kinect sensor. 

Note that such depth, even if it is not very accurate, it is beneficial for the clustering 
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method, as it provides approximate distances between objects and the sensor. In 

particular, depth histograms, well-known graphical tools for frequency distribution, were 

successfully experimented in (Park et al., 2012) for the detection of the hand contour. We 

have used depth histograms to determine the number of potential objects within the given 

contour. 

 

 Figure 5.2 depicts how a number of objects in each contour are extracted for an image. 

In this example, ACM results in three final contours. The area out of the final contours is 

the image background, to be discarded by setting its color to white. For each contour, the 

histogram of depth is constructed, and the number of peaks or non-zero bins is used as 

the number of clusters, or the C-value for the FCM algorithm. The C-value is at least two, 

as one peak belongs to the background and another peak corresponds to a contour, 

indicating the availability of one object in that contour. For example, the number of peaks 

for the middle contour in Figure 5.2 (h) is three, clearly showing the presence of two 

objects within this contour. The highest peak associates to the background (white color) 

in the histogram of each contour. Having found the cluster number for each contour, 

FCM is then employed on each contour to further segment and identify the objects. This 

process is done for all contours, and the different FCM results are combined to identify 

the total number of objects in the whole image (Figure 5.2 (c)).  
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(a) RGB Image (b) Result of ACM (c) Result of FCM  

(d) Depth of Contour 1   (e) Depth of Contour 2  (f) Depth of Contour 3 

(g) Histogram of Contour 1 (h) Histogram of Contour 2 (i) Histogram of Contour 3 

Figure 5-2: The Process of Determining the Cluster Number. 

 

5.2.2 Occluding Object Detection 

  

Once the cluster number for each contour is found, FCM can be used to explore the 

possible occlusions. Color (we have used the CIE-L*a*b* color space), texture and depth 

are the three features used in our FCM.  
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Energy and homogeneity are two texture features computed from the co-occurrence 

matrix. Co-occurrence matrix determines the frequency of a pixel with grey value i 

occurs adjacent to a pixel with grey value j in a specific orientation. We compute the co-

occurrence matrix for four orientations θ ∈ {0, 45, 90, 135} and one distance value D 

∈{1}. Then the average of energy and homogeneity are calculated over the number of 

orientations and distances. The other feature we can use is the depth obtained from 

Microsoft Kinect or stereo matching algorithm. So the feature space is six-dimensional, 

including color (L, a, b), texture (Energy, Homogeneity) and depth. Because pixel 

clustering is computationally costly, especially for today high resolution images, we have 

followed the approach in (Rafiee et al., 2013), where block-wise clustering was used. In 

particular, the image is divided into several blocks, where the block size should cover 

approximately 17% of the maximum number of pixels in the height and width of the 

image. Then the average of all features values for each block is calculated. 

 

 Finally, FCM is applied to cluster the blocks instead of pixels. The occluded objects are 

hence identified by their corresponding contours. This process is done for all contours, 

and the different FCM results are combined to identify the number of objects in the 

whole image. 
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5.2.3 FCM Algorithm 

 

The FCM algorithm has been a popular clustering technique in computer vision and 

pattern recognition. It was first presented by Dunn (1973) and developed by Bezdek 

(1981). FCM as a soft clustering technique measures the degree of membership of each 

data point to the particular cluster. Such membership values fall in the range of [0, 1] and 

exhibit the consistency of the relationship between the data point and the cluster. In this 

work, blocks are partitioned into C Fuzzy clusters. Let N be the total number of blocks in 

the image and m be the exponential weight of membership. The fuzzy data clustering is 

done w.r.t. the minimization of the following objective function: 

 
1 1

. ,
N C

m

m ij i

i j

J U X
 

                                                 (5.1) 

where iX is the distance of the ith block to the jth cluster center
1 2{ , , , }j CS s s s , and 

matrix [ ]ijU u measures the membership degree between ith block to the jth cluster. To 

minimize the objective function, FCM algorithm should go through the following 

process: 

 

1. Set the termination threshold [0,1]  , iteration step 0q   

2. Initialize membership matrix (0)[ ],ijU u U  

3. At q iteration, calculate the cluster centroid ( ) [ ]c

jS S  with ( )qU  
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4. Update the membership function 
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 where 1 j C  and 1 i N   

 

5. If 1q qU U    then stop; otherwise, 1q q  and go to step 3 

 

5.3 Result and Discussion 

 

The proposed FCM-based method has been tested on several real images, captured by 

Microsoft Kinect, on some images from the RGB-D Berkeley dataset, and on some real 

world stereo images where depth information is computed using the stereo vision 

algorithm (Yang, 2013). Note that because Kinect depth images are not registered to their 

corresponding RGB images, we have used a utility from OpenNI to approximately 

perform the depth-to-RGB registration. 

 

In the first stage, our proposed ACM-based image segmentation method, using automatic 

feature selection, is applied to extract the salient and coherent regions from the target 
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image, yielding a set of contours. For all these experiments, the initial contour is set 

globally in the ACM. It goes through up to 500 iterations in Berkeley images and 430 

iterations for our own images. Other parameters of ACM like , ,  and t (time step) are 

kept as default values and contours with the number of pixels less than a threshold are 

ignored. Objects occluded by each other within the same contour are discriminated and 

identified using the FCM algorithm. As discussed earlier, the depth histogram of each 

contour is taken into account to determine the C-value for the FCM algorithm. 

 

Figure 5.3, Figure 5.4, and Figure 5.5 show the effectiveness and success of our proposed 

method in detecting the salient occluding objects in our real images, Berkeley dataset, 

and real world stereo images, respectively. The first column in these figures depicts the 

RGB images while the middle and third columns are the results of our ACM-based and 

FCM-based algorithms, respectively. 

 

 

As Figure 5.3, Figure 5.4, and Figure 5.5 suggest, ACM was able to effectively identify 

the salient regions in the images. However, occluded objects were not segmented 

correctly. Hence, our FCM-based algorithm was applied on each contour to properly 

handle occlusions. The final results of FCM for all contours are shown in the last column 

of the figures. The number of objects for most scenes was correctly estimated, and the 

occluding objects were effectively segmented. However, in some cases, small objects 

with the same color and texture were grouped in the same cluster. 
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We have also tested the method in (Bouguessa et al., 2006) on our images and compared 

it to our proposed method. Fuzzy Maximum Likelihood Estimation (FMLE) was used as 

a clustering technique for classifying data points in (Bouguessa et al., 2006) where SC 

(compactness and separation) and PC (Partition Coefficient) are used to validate the 

cluster number, i.e., the number of objects in the image. However, as Figure 5.6 shows, 

such validity indices may get different values for the same image due to texture and 

outliers. The reason is that most of these proposed methods are based on statistical 

information, and they are typically sensitive to noisy data, like real images. Moreover, 

since the background is not subtracted, objects cannot be properly detected and separated 

from each other. Overall, our proposed method has outperformed (Bouguessa et al., 

2006) and was able to effectively and accurately detect all objects in a given image. The 

use of the depth information in the clustering process was very helpful to accurately 

obtain the C-value for the FCM algorithm. In particular, objects which are occluded by 

each other are properly detected using our method.  
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(a) Image 1 (b) Final Contours of ACM   (c) Final Result of FCM 

(d) Image 2 (e) Final Contours of ACM  (f) Final Result of FCM  

(g) Image 3 (h) Final Contours of ACM  (i) Final Result of FCM  

(j) Image 4 (k) Final Contours of ACM  (l) Final Result of FCM  

(m) Image 5  (n) Final Contours of ACM  (o) Final Result of FCM  
Figure 5-3: Results of Applying FCM-based Method on Real RGB-D Images. 
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(a) Image 460 (b) Final Contours of ACM (c) Final Result of FCM  

(d) Image 50 (e) Final Contours of ACM  (f) Final Result of FCM  

(g) Image 3 (h) Final Contours of ACM  (i) Final Result of FCM  

(j) Image 145 (k) Final Contours of ACM  (l) Final Result of FCM  

(m) Image 146  (n) Final Contours of ACM  (o) Final Result of FCM  
Figure 5-4: Results of Applying FCM-based Method on Berkeley Dataset. 
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(a) Image 1 (b) Final Contours of ACM (c) Final Result of FCM 

(d) Image 2 (e) Final Contours of ACM  (f) Final Result of FCM  

(g) Image 3 (h) Final Contours of ACM  (i) Final Result of FCM  
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(j) Image 4 (k) Final Contours of ACM  (l) Final Result of FCM  

(m) Image 5  (n) Final Contours of ACM  (o) Final Result of FCM  

 
(p) Image 6 

 
(q) Final Contours of ACM 

 
(r) Final Result of FCM 

Figure 05-5: Results of Applying FCM-based Method on Stereo Images. 
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(a) Image 1  (b) PC=2 (c) SC=4 

(d) Image 2 
(e) PC=3  (f) SC=3 

(g) Image 3 (h) PC=4 (i) SC=4  

(j) Image 4 (k) PC=2  (l) SC=5  

(m) Image 5  (n) PC=3  (o) SC=4  
Figure 05-6: Results of Method (Bouguessa et al., 2006) Using SC and PC Validity 

Indices. 
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5.4 Conclusion 

 

We tackled the challenging task of detecting multiple occluding objects in complex 

scenes in this study. In addition to the improved performance of the classical ACM 

method through the proposed automatic feature selection for the stopping function, the 

use of depth histogram has made it possible to get an accurate cluster number. The latter 

is used in the final fuzzy clustering step, yielding accurate object detection. Our method 

outperformed some existing techniques that use validity indices for specifying the best 

cluster number. Experimental results obtained on the Berkeley B3DO dataset, our own 

RGB-D dataset, and real world stereo images have demonstrated that the proposed 

method performed very well for real complex images. However, in some challenging 

situations when different objects have the same color and texture, they might be assigned 

to the same cluster. This could be resolved by adding the spatial information as another 

feature to help clustering. Our future work will explore the use of pixel continuity for 

resolving this natural clustering ambiguity. 
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CHAPTER 6 

CONCLUSION AND FUTURE WORK 

 

6.1. Conclusion 

 

This thesis proposed novel segmentation and object detection methods for the real world 

image understanding. The proposed methods in this study are able to do the important 

tasks of segmentation and object detection in an unsupervised manner and perform 

effectively on our dataset and real world datasets from different sources. The main 

contribution of this study can be summarized as follow: 

 

 Introducing and employing the depth clue, obtained from Microsoft Kinect or 

stereo vision algorithm, in the stopping function of the well-known edge-based 

ACM for detecting the salient object in the target image. The main significance of 

depth disparity is that it gets the depth information of the entire object regardless 

of noise or texture inside or outside of that object. Thus, this clue is able to 

perform more effectively than polarity and gradient in detecting the object of 

interest using the ACM. (Chapter 3) 

 

 Proposing the novel feature-based ACM that is able to automatically select the 

best candidate features among gradient, polarity, and depth w.r.t. image 

characteristics. We also proposed the semi-supervised method based on KSVM 

for combining the selected features and classifying them to the class edge or non-
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edge in the absence of class label. In this stage, the training samples are provided 

for the classifier based on nearest neighbor technique. Using the kernel function, 

pixels of the real world images, which have inherent non-linearity, can be mapped 

to higher dimensional feature space and hence accurately classified to their 

corresponding class. To the best of our knowledge, this work is the first to explore 

the selection and combination of several features to improve the detection of 

salient objects, and the obtained results were superior for almost all the used input 

images on well-known ACMs. (Chapter 4) 

 

 

 Finally, the problem of detecting multiple occluding objects in the complex 

scenes was addressed in this study by proposing a method based on fuzzy 

clustering algorithm and disparity map. Thanks to disparity map, unlike existing 

techniques where the number of clusters is typically set manually, the proposed 

method is able to automatically estimate the cluster number. Thus, the occluded 

objects, segmented in the same contour using the proposed feature-based ACM, 

can be identified and separated from each other.  Experimental results on 

Berkeley dataset and our own RGB-D dataset indicated the success and 

effectiveness of the proposed method in identifying the correct number of objects 

in the target images. (Chapter 5) 
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6.2. Future Work 

 

This work can be improved from different perspectives. The possible future works are 

outlined as follows:  

 

 In edge-based ACMs, the object is surrounded by the initial contour. The initial 

contour is determined manually in most studies. The possible future work can 

pertain to automatically determine the initial contour w.r.t. the size and location of 

the salient object in the image. So new internal energy function can be identified 

for estimating the coordinates of the initial contour in curve evolution.    

 

 Several parameters should be tuned empirically in implementing most ACMs 

w.r.t. image data. Most of such parameters are tuned depending on the noise or 

texture level in the test image. So such parameters can automatically fall in a 

specific range considering the statistical information of the image.  

 

 Analyzing the depth information is beneficial as it can help to obtain the cluster 

number for FCM technique. However, in addition to depth, exploring more 

feature like color or texture may result in more accurate cluster number and 

improve the result of clustering.  

 

 The outcome of the proposed ACM are salient regions in the target image, and 

some irrelevant information, i.e., background is subtracted. This issue could help 
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the FCM method to more effectively handle the occlusion in those salient regions. 

However, the cluster centers are initialized randomly which might diminish the 

performance of the FCM. So centroid initialization could be another suggested 

future work for improving the result of the clustering method.  

 

 In some challenging situations when different objects have the same color and 

texture, they might be assigned to the same cluster. This could be resolved by 

adding the spatial information as another feature to help clustering. Another future 

work could be exploring the use of pixel continuity for resolving this natural 

clustering ambiguity. 

 

 Another possible future work might be recognizing the class label of the detected 

object. Our proposed method is able to effectively detect the unknown objects in 

the static image. However, a certain class of the detected object (such as humans, 

buildings, or cars) has not been determined in the test images yet.   
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